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Metallic, oxygen-deficient compounds in the Ba—La— Cu—O system, with the composi-
tion Ba_Las_,CusO05(3-, have been prepared in polycrystalline form. Samples with
x=1 and 0.75, y>0, annealed below 900 °C under reducing conditions, consist of three
phases, one of them a perovskite-like mixed-valent copper compound. Upon cooling,
the samples show a linear decrease in resistivity, then an approximately logarithmic
increase, interpreted as a beginning of localization. Finally an abrupt decrease by up
to three orders of magnitude occurs, reminiscent of the onset of percolative superconduc-
tivity. The highest onset tempcrature is observed in the 30 K range. It is markedly
reduced by high current densities. Thus, it results partially from the percolative nature,
bute possibly also from 2D superconducting fluctuations of double perovskite layers

of one of the phases present.

1. Introduction

“ At the extreme forefront of research in supercon-
ductivity is the empirical search for new materials”
{1). Transition-metal alloy compounds of A15
(Nb,Sn) and B1 (NbN) structure have so far shown
the highest superconducting transition temperatures.
Among many 4 15 compounds, careful optimization
of Nb—Ge thin films pear the stoichiometric compo-
sition of Nb,Ge by Gavalev et al. and Testardi et al.
a decade ago allowed them to reach the highest T.=
23.3 K reported until now (2, 3]. The heavy Fermion
systems with low Fermi energy, newly discovered, are
pot expected to reach very high T s {4).

Only a small number of oxides is known to exhibit
superconductivity. High-temperature superconduc-
tivity in the Li—Ti—O system with onsets as high
as 13.7 K was reported by Johnston et al. {5). Their
x-ray analysis revealed the presence of three different
crystallographic phases, one of them, with a spinel
structure, showing the high T, [S). Other oxides like
perovskites exhibit superconductivity despite their
small carrier concentrations, n. In Nb-doped SrTiO;,
with 1=2 x 1029 cm ~ 3. the plasma edge is below the
highest optical phonon. which is therefore unshielded

(6). This large electron-phonon coupling allows a T,

. of 0.7 K [7] with Cooper pairing. The occurrence of

high electron-phonon coupling in another metallic
oxide, also a perovskite, became evident with the dis-
covery of superconductivity in the mixed-valent com-
pound BaPb, _,Bi,O, by Sleight etal., also a decade
ago {8]. The highest T, in homogeneous oxygen-defi-
cient mixed crystals is 13 K with a comparatively low
concentration of carries n=2-4 x10?* cm~?* [9). Flat
electronic bands and a strong breathing mode with
a phonon feature near 100 cm™*, whose intensity is
proportional to T, exist [10]. This last example indi-
cates that within the BCS mechanism, one may find
still higher T,’s in perovskite-type or related metallic
oxides, if the electron-phonon interactions and the
carrier densities at the Fermi level can be enhanced
further.

Strong electron-phonon interactions in oxides
can occur owing to polaron formation as well as in
mixed-valent systems. A superconductivity (metallic),
to bipolaronic (insulator)- transition phase diagram
was proposed theoretically by Chakraverty {11} A
mechanism for polaron formation is the Jahn-Teller
effect, as studied by Hock et al. [12). Isolated Fe**,
Ni** and Cu?* in octahedral oxygen environment




show strong Jahn-Teller (J.T.) effects [13]. While
SrFe(VI)O, is distorted perovskite insulator,
LaNi(II)O, is a J.T. undistorted metal in which the
transfer encrgy b, of the J.T. ¢, electrons is sufficiently
large [14] to quench the J.T. distortion. In analogy
to Chakraverty’s phase diagram, a J.T.-type polaron
formation may therefore be expected at the border-
line of the metal-insulator transition in mixed perovs-
kites, a subject on which we have recently carried
out a series of investigations [15). Here, we report
on the synthesis and electrical measurements of com-
pounds within the Ba— La —Cu—O system. This sys-
tem exhibits a number of oxygen-deficient phases
with mixed-valent copper constituents [16], i.e., with
itinerant electronic states between the non-J.T. Cu®*
and the J.T. Cu®* jons, and thus was expected to
have considerable electron-phonon coupling and me-
tallic conductivity.
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H. Experimental

1. Sample Preparation and Characterization

Samples were prepared by a coprecipitation method
from aqueous solutions [17] of Ba-, La- and Cu-ni-
trate (SPECPURE JMC) in their appropriate ratios.
When added to an aqueous solution of oxalic acid
as the precipitant, an intimate mixture of the corre-
sponding oxalates was formed. The decomposition
of the precipitate and the solid-state reaction were
performed by heating at 900 °C for 5 h. The product
was pressed into pellets at 4 kbar, and reheated to
900 °C for sintering.

2. X-Ray Analysis

X-ray powder diffractograms (System D 500 SIE-
MENS) revealed three individual crystallographic
phases. Within a range of 10° to 80° (26), 17 Lines
could be identified to correspond to a layer-type per-
ovskite-like phase, related to the K,NiF, structure
(@=3.79 A and ¢=13.21 A) [16]. The second phase
is most probably a cubic one, whose presence depends
on the Ba concentration, as the line intensity de-
creases for smaller x(Ba). The amount of the third

phase (volume fraction > 30% from the x-ray intensi- -

ties) seems to be independent of the starting composi-
tion, and shows thermal stability up 10 1,000 °C. For
higher temperatures. this phase disappears progres-
sively, giving rise to the formation of an oxygen-defi-
cient perovskite (La,Ba;Cu,0,.) as described by Mi-
chel and Raveau [16). i
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Fig. 1. Temperature dependence of resistivity in Ba,La,_,CusOs,_
for samples with x(Ba)=1 (upper curves, left scale) and x(Ba)=
0.75 (fower curve, right scale). The first two cases also show the
influence of current density

3. Conductivity Measurements

The dc conductivity was measured by the four-point
method. Rectangular-shaped samples, cut from the
sintered pellets, were provided with gold electrodes
and contacted by In wires. Our measurements be-
tween 300 and 4.2 K were performed in a continuous-
flow cryostat (Leybold-Hereaus) incorporated in a
computer-controlled (IBM-PC) fully-automatic sys-
tem for temperature variation, data acquisition and
processing.

For samples with x(Ba)<1.0, the conductivity
measurements, involving typical current densities of
0.5 Afcm?, generally exhibit a high-temperature me-
tallic behaviour with an increase in resistivity at low
temperatures (Fig. 1). At still lower temperatures, a
sharp drop in resistivity (>90%) oocurs, which for
higher currents becomes partially suppressed (Fig. 1:
upper curves, left scale). This characteristic drop has
been studied as a function of annealing conditions,
i.e., temperature and O, partial pressure (Fig. 2). For
samples annealed in air, the transition from itinerant
to localized behaviour, as indicated by the minimum
in resistivity in the 80 K range. is not very pro-
nounced. Annealing in a slightly reducing aimo-
sphere, however, leads 1o an increase in resistivity
and a more pronounced localization effect. At the
same time. the onset of the resistivity drop is shifted




[,

1.G. Bednorzand K A Miiller: Ba-L Cu—0O System

® e00c 2n
@ 540°c  t5min
® e630°'c u2n
@ 900°C  15min
® 900°c 1n
® 9850°c 14
@ 1040°C 15 min
00s -
®
_ 004} (O)
€
o
s t ®
Q
003
- €
002 |-
©
- ®
0.01 -
O
0 1 ! 1 L. ]
0 10 20 30 40 5 60

T (K)
Fig. 2. Low-temperature resistivity of samples with x(Ba)=1.0, an-
nealed a1 O, partia) pressure of 02 bar (curve @) and
0.2x 107 bar (curves @to®)

towards the 30 K region. Curves ® and @), recorded
for samples treated at 900 °C, show the occurrence
of a shoulder at still lower temperature, more pro-
pounced in curve @). At annealing temperatures of
1,040 °C, the highly conducting phase has almost
vanished. As mentioned in the Introduction, the
mixed-valent state of copper is of importance for elec-
tron-phonon coupling. Therefore, the concentration
of electrons was varied by the Ba/La ratio. A typical
curve for a sample with a lower Ba concentration
of 0.75 is shown in Fig. 1 (right scale). Its resistivity
decreases by at least three orders of magnitude, giving
evidence for the bulk being superconducting below
13 K with an onset around 35 K, as shown in Fig. 3,
on an expanded temperature scale. The latter figure
also shows the influence of the current density, typical
for granular compounds. .

I1. Discussion
The resistivity behaviour of our samples, Fig. 1,

is qualitatively very similar 10 the one reported in
the Li-Ti—Q system. and in superconducting
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Fig. 3. Low-temperature resistivity of a sample with x(Ba)=0.75,
recorded for different current densities

BaPb, -xBi,O, Polycrystalline thin films [5, 18].
l{p.on cooling from room temperature, the latter ex-
hibit a.ncaley linear metalljc decrease of P(T), then

‘with intcrpenetrating grains are present, as found in

the Li—Ti—0 (5] or in our Ba — La—Cu~-0 system.
The onset can also be due 10 fluctuations in the super-
conducting wave funciions. we assume one of the
Ba—La—Cy-0 phases exhibirs this behaviour.
Therefore. under the above premises. the peakin p(T)
at 35 K. observed for an x(Ba)=0.7s (Fig. 1). has
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to be identified as the start to superconductive coop-
erative phenomena in the isolated grains. It should
be noted that in granular Al, Cooper pairs in coupled
grains have been shown to exist already at a point
where p(T) upon cooling has decreased by only 20%
of its highest value. This has been proven qualitative-
ly [19] and more recently also quantitatively {20] by
the negative f; uency shift occurring in a microwave
cavity. In 100 A films, a shoulder in the frequency
shift owing to 2D fluctuations was observed above
the T, of the grains. In our Ba—La—Cu-0O system,
a series of layer-like phases with considerable variety
In compositions are known to exist [16, 21], and
therefore 2 D correlations can be present.

The granularity of our System can be justified
from the structural information, and more quantita-
tively from the normal conductivity behaviour. From
the former, we know that more than one phase is
present and the question arises how large are the
grains. This can be inferred from the logarithmic
fingerprint in resistivity. Such logarithmic increases
are usually associated with beginning of localization.
A most recert example is the Anderson transition
in granular Sn films [22]. Common for the granular
Sn and our samples is also the resistivity at 300 K,
lying in the range of 0.06 to 0.02 Qcm, which is near
the microscopic critical resistivity of p, =10 Lo#/fe?
for localization. From the latter formula, an inter-
atomic distance L, in the range of 100 A is computed,
thus a size of superconducting grains of this order
of magnitude must be present. Upon cooling below
7., Josephson junctions between the grains phase-
lock progressively (23] and the bulk resistivity gradu-
ally drops to zero by three orders of magnitude, for
sample 2 (Fig. 1). At larger current densities, the
weaker Josephson junctions switch to normal resistiv-
ity, resulting in a temperature shift of the drop, as
shown in Fig. 3. The plateau in resistivity occurring
below the 80% drop (Fig. 1) for the bigher current
density of 0.5 A/cm2, and Fig. 2 curve ®) may be
ascribed to switching of junctions to the normal state.

The way the samples have been prepared seems
to be of crucial importance: Michel et al. [21] ob-
tained a single-phase perovskite by mixing the oxides
of La and Cu and BaCO, in an appropriate ratio
and subsequent annealing at 1,000 °C in air. We also
applied this annealing condition to one of our sam-
ples, obtained by the decomposition of the corre-
sponding oxalates, and found no superconductivity.
Thus, the preparation from the oxalates and anneal-
ing below 950 °C are necessary 1o obtain a non-per-
ovskite-type phase with a limited temperature range
of stability exhibiting this new behaviour. The forma-
tion of this phase at comparatively low temperatures
is favoured by the intimate mixture of the compo-
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nents and the high reactivity of the oxalates owing
to the evolution of large amounts of H;0 and o
during decomposition. ?

IV. Conclusion

In the concentration range invmtigated, compounds
of the Ba—La—Cu—0 System are metallic at high
lemperatures, and exhibit a tendency towards local-
ization upon cooling. Samples anpealed near 900 °C
under reducing conditions show features associated
with an onset of granular superconductivity pear
30 K. The system consists of three phases, one of
them having a metallic perovskite-type layer-like
structure. The characterization of the new, apparently
Superconducting, phase s in progress. An identifica-
tion of that phase may allow growing of single crys-
tals for studying the Meissner effect, and collecting
specific-heat data to Prove the presence of high 7,
bulk superconductivity.

The authors would like 1o thank H.E. Weibe! for his help in getting
familiar with the conductivity measurement system, E. Courtens
and H. Thomas for discussions and a critica) reading of the many.

script.
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iNTRODUCTLIE

Exploring Superconductivity
Georg Bednorz

In 1987, Georg Bednorz shared the Nobel Prize in Physics with his partner and mentor, K. Alex Miiller
"For their important breakthrough in the discovery of superconductivity in ceramic materials." Their
breakthrough, accomplished in an IBM research lab in Switzerland, centered around the fabrication of a
new copper-oxide compound that was superconducting at temperatures high enough to dramatically
extend the applications of superconductors. To comprehend the significance of Bednorz's work, one
must first understand the history of research in superconductivity.

Early investigations of superconductors that operate at temperatures higher then 23.2° K focused on
metallic compounds that are good conductors of current at room temperature. In 1957 John Bardeen,
Leon N. Cooper, and J. Robert Schrieffer (Nobel Prize in Physics, 1972) of the University of Illinois
presented a new theory of superconductivity that changed the focus of research. In ordinary conductors
some energy is lost to resistance because the conducting electrons scatter off impurities and vibrating
atoms, known as phonons. According to the BCS theory (named for the initials of its originators),
superconducting current is carried by pairs of electrons. This pairing keeps individual electrons from
scattering off impurities, thus preventing resistance and establishing the superconducting state.
Furthermore, it is the interaction between the electrons and the atomic structure of the superconductor
that is responsible for the electron pairing.

With this new theory, the search for high-temperature superconductors shifted from metals and metal
alloys to materials that display a strong interaction between the electron pairs and the underlying atomic
structure. Scientists turned to oxides, which are normally insulators. .

The initial research led to modest advances. In 1973 David Johnston at the University of California at
San Diego discovered superconductivity in lithium-titanium oxide at 13.7° K. In 1975 Arthur Sleight at
- Du Pont Research observed barium-lead-bismuth oxide superconducting at 13° K. X-ray analysis
indicated the presence of significant interaction between electrons and the vibrations of the structural
atoms (phonons). This fit the BCS theory and suggested that further research on metal oxides might
prove rewarding.

In 1983 Alex Miiller, who had been conducting research on insulators , proposed that Bednorz
collaborate with him in a search for high-temperature superconductors in metal oxides. Bednorz agreed
because he felt the combination of Miiller's vision and his expertise in solid-state physics would lead to
success.

They first experimented with nickel oxides, but had disappointing results. Progress was slow and the
amount of time and energy they could devote to this work was limited because it was not a major focus
at the IBM research facility. The two men persevered, however, because they knew that oxide materials
satisfied the requirements of the current BCS theory and that under the proper conditions such a material
should prove to be superconducting at high temperatures.

Click here_ @ To hear Georg Bednorz describe their early work.
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Then in the fall of 1985 Bednorz read a paper by Claude Michel, L. Er-Rakho, and Bernard Raveau
(from the University of Caen) that described their work with copper-oxide compounds. Bednorz
immediately realized that a mixture of copper and barium would have the properties he was seeking, and
on that very day he fabricated the new compound, a ceramic insulator composed of lanthanum, barium,
and copper oxide. Since he could not duplicate the exact conditions under which the French scientists
prepared their compound, he used a different preparation scheme. As it turned out, that "chance”
modification led to the Nobel Prize.

Click here @E To hear Georg Bednorz describing the results of their modification.

In January 1986 the new material was tested and the resistance analysis indicated that it was
superconducting. Bednorz recalls that "when it happened, I didn't trust my eyes." The fabrication
scheme he used had a different amount of oxygen and a more moderate heating process than the original
French one; this turned out to be a key to its superconducting character. Bednorz's compound--and all
subsequent metal-oxide superconductors--contained very thin sheets of copper oxide separated by layers
of other metal oxides. There appears to be a direct correlation between the number of copper-oxide
layers in a superconductor and its critical temperature . In general, the greater the number of copper-
oxide layers, the higher the critical temperature . By varying the barium content and heating conditions,
Bednorz was able to produce a material that was superconducting at temperatures as high as 30° K,
seven degrees higher than the existing record.

When Bednorz's laboratory detected the initial data supporting the high-temperature superconductivity
of the copper-oxide ceramic material, Bednorz and Miiller had to make a difficult decision. There had
been many unsubstantiated and overrated claims of high-temperature superconductors, and they
wondered if they should publish their results immediately in a prominent journal or wait until they
substantiated their results with the more rigorous magnetic tests (to detect the Meissner effect ). Delays
at this stage would mean that others working on similar projects could publish their findings first and
receive the credit. They decided to submit their results at once to a journal that would not have many
specialists as readers. They also wanted a journal with a fair amount of time between submission and
publication, which would allow them to complete the magnetic testing before the article appeared. Their
initial results were submitted to the Swiss Journal Zeitschrift fur Physik on April 17, 1986, and were
published in the September issue. The paper received little attention, and by mid-October they had final
confirmation of superconductivity.

Click here @ To hear Georg Bednorz describing their thoughts on publishing their results.

Bednorz and Miiller announced their discovery to the physics community, which was initially skeptical.
Their colleagues questioned the validity of the data, and many laboratories throughout the world set out
to verify their claims. After confirmation by the University of Tokyo, the University of Houston, and
Bell Laboratories, the scientific community began to realize that their claim of high-temperature
superconductivity was valid.

Attention in the scientific community then focused on raising the temperature, and by the end of 1986
Bednorz raised the critical temperature of the barium-lanthanum-copper oxide system to 40° K by
replacing barium with strontium. Researchers from the University of Houston and the University of
Alabama, led by Paul Chu, then found that they could raise the compound's critical temperature to 52° K
by applying pressure to the present metal oxide superconductor. This connection between compression
of a crystal and an elevated critical temperatur led Paul Chu to replace lanthanum with a smaller atom,
yttrium. On February 16, 1987, his research group established the critical temperature of yttrium-
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barium-copper oxide at 92° K. This advance was particularly significant because this compound could
be cooled with cheap and readily available liquid nitrogen. These new materials were dubbed high-
temperature superconductors.

The newest members of the superconductor family contain bismuth or thallium. On January 22, 1988,
Hiroshi Maeda of Tsukuba Laboratories of the National Research Institute of Metals discovered a
critical temperature of 105° K for a bismuth-calcium-strontium-copper oxide compound. On January 26,
1988, Paul Chu reported a critical temperatur of 120° K for the same system. On February 22, 1988,
Zhengzhi Sheng and Allen Hermann of the University of Arkansas announced that a compound of
thallium-calcium-barium-copper oxide exhibited an onset critical temperature of 120° K. Many research
groups are now working diligently to find new materials that display even higher critical temperature.

It is worth noting that there is no accepted theory to explain the high-temperature behavior of this type
of compound. The BCS theory, which has proven to be a useful tool in understanding lower-temperature
materials, does not adequately explain how the Cooper pairs in the new compounds hold together at
such high temperatures. When Bednorz was asked how high-temperature superconductivity works, he
replied, "If I could tell you, many of the theorists working on the problem would be very surprised.”

Back to Interactive Learning Studio
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L Summary

This report outlines the conclusions of a workshop on High Temperature
Superconductivity held April 5-8, 2002 in San Diego. The purpose of this report is to
outline and highlight some outstanding and interesting issues in the field of High
Temperature Superconductivity. The range of activities and new ideas that arose within
the context of High Temperature Superconductors is so vast and extensive that it is
impossible to summarize it in a brief document. Thus this report does not pretend to be
all-inclusive and cover all areas of activity. It is a restricted snapshot and it only presents
a few .viewpoints. The complexity and difficulties with “high temperature
superconductivity is well illustrated by the Buddhist parable of the blind men trying to
describe “experimentally” an elephant. These very same facts clearly illustrate that this is
an extremely active field, with many unanswered questions, and with a great future
potential for discoveries and progress in many (sometimes unpredictable) directions.

It is very important to stress that independently of any current or future
applications, this is a very important area of basic research.

High T, Superconductivity
, 1)

Fig. 1 Status of High Temperature Superconductivity.[1]



Basic research in high temperature superconductivity, because the complexity of
the materials, brings together expertise from materials scientists, physicists and chemists,
experimentalists and theorists. Much of the research in High T. superconductivity has
spilled over to other areas of research where complex materials play an important role
such as magnetism in the manganites, complex oxides, two and one dimensional
magnets, etc. Applications could greatly benefit from the discovery of new
superconductors which are more robust and allow easier manufacturing. Perhaps this is

. not possible since a naive inspection of superconductors seems to indicate that the higher
the T. the more complex the material. An excellent review where many target needs for
applications have been outlined is an NSF report ¢ ~5 years ago. Many of the comments
made there regarding applied needs, are still valid[2].

It is important to realize that this field is based on complex materials and because
of this materials science issues are crucial. Microstructures, crystallinity, phase
variations, nonequilibrium phases, and overall structural issues play a crucial role and can
strongly affect the physical properties of the materials. Moreover, it seems that to date
there are no clear-cut directions for searches for new superconducting phases, as shown
by the serendipitous discovery of superconductivity in MgB,. Thus studies in which the
nature of chemical bonding and how this arises in existing superconductors may prove to
be fruitful. Of course, "enlightened" empirical searches either guided by chemical and
materials intuition or systematic searches using well-defined strategies may prove to be
fruitful. It is interesting to note that while empirical searches in the oxides, gave rise to
many superconducting systems, similar (probable?) searches after the discovery of
superconductivity in MgB, have not uncovered any new superconductors. Anyhow, this

illustrates that superconductivity is pervasive in many systems and thus future work
should not be restricted to a particular type of materials systems. See Chapter I1.

Research in the electronic properties of High T, superconductors has proven to be
particularly fruitful. This has lead to improvements in electronic structure techniques
which unquestionably have an effect on other fields. The improvement on real and
reciprocal space resolution uncovered many interesting properties. However, it is not
clear at the present time whether many of these properties are related in some essential
way to superconductivity or they are just accidentally present. It seems that the presence
of competing phenomena is present in most high temperature superconductors. Thus it is
natural to investigate systems which are close to some form of instability such as the
metal-insulator transition, magnetic phases, electronic instabilities such as stripe phases,
etc. Comparisons of classical infrared spectroscopy, and photoemission measurements
with tunneling may prove to be fruitful. In particular, mapping with high resolution (in
real and reciprocal space) the electronic structure may prove to hold some of the keys to
the mechanism of superconductivity. To make these useful, issues such as surface
contamination, surface segregation, and in general heterogeneity of the materials close to
surfaces or interfaces must be addressed, and are particularly important in these very
~ short coherence length superconductors. This is particularly important for surface
. sensitive probes such as photoemission. Several techniques such as Raman scattering,
NMR and muon spin depolarization are not addressed in this snapshot, although they give



valuable information and are heavily researched. Complementary measurements are
particularly useful if a whole battery of tests, in the same sample, which are structurally
characterized in detail, are performed. The "quality" of samples on the other hand, must
be well established by structural criteria which are well defined "a-priori" and not based
on circular or theoretical arguments. See Chapter II1.

" The properties of High Temperature Superconductors in a magnetic field have
proven to be particularly interesting. A myriad of new phases have been uncovered in the
vortex system and have lead to the establishment of a very complex phase diagram the
details of which are still being established. The presence of many phases and the
interaction/competitionicloseness to magnetic phases allows for much new research using
artificially structured pinning. New lithography and preparation techniques allow
modifications and confinement of these materials in length scales approaching the
superconducting coherence length and certainly the penetration depth. Moreover, novel
imaging techniques are arising which can give detailed microscopic images of the vortex
system. This of course can provide the microscopic picture of the magnetic state of high
temperature superconductors and will probably also help improvements on their use. See
Chapter IV.

Many basic research studies and a large number of applications require the High
Temperature Superconductors to be in proximity with other materials. Thus issues of
proximity effects, spatial variations close to an interface or surface, structural and
materials variations are particularly important in thin film and/or nanoscopic structures.
For this purpose it is important to investigate the mutual interaction between
superconductors and other materials. This requires careful preparation and detailed
characterization of inhomogeneous materials, together with superconducting
measurements as a function of well-defined structural parameters. This may also allow
addressing issues such as the importance of the proximity to other ordered phases such as
magnetic and electronic inhomogeneities which are naturally existent or are artificially
engineered. It is not even clear in the various models of high temperature
superconductivity or even experimentally how the proximity effect occurs. What is the
dependence of the order parameter in an ordinary or magnetic metal, or a low
temperature superconductor when in proximity with a d-wave superconductor? See
Chapter V :

Contrary to low temperature superconductors, high T, ones have received very

little attention under nonequilibrium (time dependent, strongly driven, exposed to varying
radiations, etc.) conditions. This may prove to be a very interesting and novel direction
for ceramic. oxides. These types of studies may hold important clues to the mechanism of
superconductivity, may unravel new physics and are important in many applications. For
instance, simple issues such as the microscopic nature or even existence of critical
slowing down close to the superconducting phase transition has not been firmly
established. See Chapter VI.

The theory of high temperature superconductivity has proven to be elusive to
date. This is probably as much caused by the fact that in these complex materials it is
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very hard to establish uniquely even the experimental phenomenology, as well as by the
evolution of many competing models, which seem to address only particular aspects of
the problem. The Indian story[1] of the blind men trying to characterize the main
properties of an elephant by touching various parts of its body seems to be particularly
relevant. It is not even clear whether there is a single theory of superconductivity or
whether various mechanisms are possible. Thus it is impossible to summarize, or even
give a complete general overview of all theories of superconductivity and because of this,
this report will be very limited in its theoretical scope. The general view point
(determined by "majority vote") seems to be that low temperature superconductors are
phonon mediated whereas high T, ones are somehow "unconventional" and anisotropic,
although the origin of the anisotropy remains controversial. Because of this, numetical
studies in well-defined theoretical models may prove to be particularly illuminating and
may help uncover the essence of superconductivity. Particularly, understanding and
further developing the t-J model looks like a promising numerical direction. Electronic
structure calculations combined with well developed methodologies seem to explain
quantitatively many aspects of superconductors with moderate T.s. How far can these
type of approaches be pushed? Could they in fact explain ab-initio superconductivity in
some of the cuprates? Moreover, first principle electronic calculations may be very useful
in providing parameters for model hamiltonians. Another approach which at least allows
parametrizing in some useful way the properties of superconductors has also been used.
How far can these type of models go and how universally can they explain the
(superconducting or normal) properties is not clear at this stage. There are several
important issues which must be kept in mind. It may be that there is a theoretical model
which has the essence of the problem in it and it either has not yet been developed or has
not yet percolated to the conscience of the community. Moreover, it seems that to date no
theory has been developed which has predictive power as far as materials system are
concerned. Since purely theoretical approaches have difficulties so far in identifying a
clear avenue for search, empirical studies in which materials parameters and properties
are correlated with superconducting properties may prove useful{3]. This may serve at a
later stage as a test ground for theories. Comparisons of theoretical ideas which rely only
on the layered material of high T. ceramics, with artificially engineered layered
superlattices should not be neglected and may prove to be useful. See Chapter VII.

Finally, there seems to be still much work needed to understand in detail the
connections, control and effect of defects on high temperature superconductivity. This of
course is very important for applications, particularly those which require high critical
currents such as power applications. Moreover, the intrinsic brittleness highlights that
understanding and controlling the mechanical properties while not directly related to
superconductivity, is a very important and promising new area of research, especially in
connections with large scale applications. See Chapter VIII.

In the rest of this paper we will expand on these issues and attempt to outline
some well defined promising directions of research. The focus is mostly on basic research
challenges and opportunities, which hold back progress. -



II.  Structure, Bonding and New Systems

The discovery of new superconducting materials has played an important role in
the advancement of the field of superconductivity research since its inception[4-7). This
was perhaps most dramatically displayed by the discovery of the high T. cuprates in
1986. The influence of new superconducting systems continues to this day, for example
through the discovery in 2001{8] of MgB,. Thus far, the existence of a totally new
superconductor has proven impossible to predict from first principles. Therefore their
discovery has beén based largely 'on empirical approaches, intuitiori, and even
serendipity. This unpredictability is at the root of the excitement that the condensed
matter community displays at the discovery of a new material that is superconducting at
high temperature. New systems can be found by either bulk methods or thin film
methods, each of which has its own advantages, disadvantages, challenges and
opportunities. The search for new materials has always been[9], and remains an important
area of research in the field of superconductivity.

Fig. 2 The crystal structure of MgB,. The graphite-like array of boron (shown in black)
is critical to the occurrence of high temperature superconductivity in this compound.

Also important for the development of potentially practical materials and the
understanding of the complex physical phenomena which occur in superconducting
materials has been the use of chemical doping or manipulation to influence the electronic
and magnetic properties of the superconducting systems. An example of the former
chemical doping is the introduction of small flux pinning chemical precipitates in
conventional intermetallic superconductors and 123-type superconductors. Examples of
the latter are found in the “lightly doped” cuprates and other perovskite structure
transition metal oxides where the concepts of charge and orbital ordering have recently
emerged as important considerations in attempts to understand magnetic and electronic
properties. These cooperative states join other such states such as charge density waves
and spin density waves as critically influential in determining the ultimate electronic



ground state of complex materials. Chemical doping has played an essential role in these
areas. Importantly, it allows for the systematic variation of electronic properties as a
function of variables such as lattice size, carrier concentration, and magnetic or non-
magnetic disorder, providing a basis for the development of theoretical models. This area
of research is hxghly active in the field of superconductivity, and will continue to be of
great importance in the future.

1. Synthesis and Fabrication

a) Bulk

In the high density of states conventional intermetallic superconductors, the BCS
coupling through the lattice may be viewed as a general lattice phenomenon. In more
recently discovered superconductors, such as MgB,, it has been found that one particular
phonon mode - an in-plane boron mode that modulates bond lengths and angles within
the flat B honeycomb lattice in the case of MgB; - is responsible for coupling to the
conduction electrons and is the driving force for superconductivity[10, 11]. Conclusions
about the nature of the phonons and electrons that are responsible for the
superconductivity in a particular material can be arrived at nowadays by sophisticated
experimental study and theoretical analysis. In particular the band-structure experts can
calculate the effect that a particular phonon has on the electrons at the Fermi energy in a
particular superconductor by doing “frozen phonon calculations”. Such calculations are
highly instructive for superconducting materials like MgB,.

This analysis is after the fact, unfortunately, for people whose interest is in
finding the new superconductors in the first place. So given the fact that undirected
combinatorial chemistry will never get through all the possible element/treatment
combinations in a search for superconducting materials, one important issue to be
resolved in future research is to translate the physics of superconductivity into a set of
chemical hypotheses to guide the search for new ones. The era of finding new high
temperature superconductors in intermetallic compounds like Nb;Ge appears to be long
gone. The new breed of high T. superconductors is quite different - even beyond the
cuprates, which are their own special case. The difference lies in the type of chemical
bonding these superconductors display, even in what look like classic intermetallic
compounds such as MgB; and LuNi;B,C[12]). Thus one important issue for future
research is to explore how the nature of the chemical bonding present influences the
superconductivity in “conventional” intermetallic compounds.

Initially promising reports of electronic doping through charge injection into a
variety of organic and inorganic compounds in FET device structures have recently been
called into question[13]. Nonetheless, conceptually they point out that another area of
future research in new superconducting systems should be that non-thermodynamic
synthetic methods should be actively pursued. Modulation doping, the chemical analogue
of charge injection, for transferring charge between layers in fine scaled multilayerd
films, has potential which is yet to be exploited. Other methods for non-thermodynamic
synthesis with high potential for success include quenching from high pressure or from



the vapor, epitaxial thin film layer by layer or block-by-block growth, photodoping,
electrochemical synthesis at low temperatures, ion exchange, framework stabilization of
structures, and electrochemical intercalation.

b) Thin Films.

There are many examples of stabilization of non thermodynamic compounds in
thin films in both the cuprate superconductors and in dielectric or ferroelectric matenals
by using epitaxy with substrate or buffer layers. In the most extreme examples of this
type of metastable material it may be a single atomic layer or even an interface that has
the desired properties. On such short length scales, chemical bonding is the predominant
influencing factor. Different physical and chemical methods of growth influence the
behavior of surfaces and very thin layers. Great progress has been made in
characterization after growth — such as Transmission Electron Microscopy (TEM) and X-
ray probes, but a great deal more may be gained in the future by incorporating techniques
that can be used in situ to characterize surfaces during growth.

Of particular interest in the search for new materials is the “phase spread method”
used with success by some materials physicists. In this method, thin films are made by
intentionally introducing composition gradients, for example by having three atomic
sources in a triangular geometry, such that their deposition areas only partially overlap.
The film thus fabricated contains mixtures of the source atoms in systematically varying
ratios depending on proximity of substrate to one or another of the source. Annealing of
such composition spreads under different conditions can be employed to search
significant areas of phase space.

Photoexcitation provides another non-thermodynamic method to perform doping
studies on thin films in a reproducible way without changing material, thus avoiding the
inherent difficulties with controlling stoichiometry, uniformity, and homogeneity of the
samples[14, 15]). Persistent photoexcitation has been performed in many cuprate
superconductors and on the magnetic manganites at low temperatures below 100K Large
changes in conductivity, Hall effect, mobility, and superconducting transition
temperatures have been observed. In the best model for this process, light generates an
electron hole pair and the electron is trapped in a defect thus changing the hole doping in
the electronically active layer providing a potentially useful way to trim device properties
and “write” artificial nanostructures without need for lithography.

c Doping in the Cuprate Superconductors.

The properties of the cation-substituted and oxygen-doped high-temperature
superconductors have been studied in detail since 1987. In general, the physical
properties (temperature-dependent resistivity, superconducting transition temperature,
Hall effect, etc.) and the structural properties of the HTS cuprates behave quite
differently as a function of substitutions in comparison to conventional superconductors.
Doping and ion-induced disorder have shown that a small change in physical structure
can induce a dramatic change in the electronic structure in these materials. This was one



of the first indications that they were unconventional superconductors. The details of the
effects of atomic substitutions or doping are not yet fully understood in the cuprate
superconductors, and this represents an active area of current research. Concentrating on
YBa;Cu307.; (YBCO) for example, some of these issues are:

i) Doping on the Y-site.

Doping with the heavy Rare Earth (RE) ions on the Y-site, even with Gd, does not
affect T, except for substitutions of the Y with Pr. The effects of Pr-doping remain
controversial. .

. -3 i B

i) Doping on the CuQ chains.

Substitutions of 3+ ions (e.g,, Al, Co, Fe) primarily replace Cu in the CuO chains.
Extra oxygen is simultaneously incorporated into the chain layer, the c-axis lattice
constant increases, and an orthorhombic to tetragonal transition occurs. Since the extra
oxygen compensates for the valence of the substituted cation, it remains an open question
as to whether the resulting doped materials are underdoped or overdoped. Also, it has
long been known that not only is the T. of YBCO dependent on the oxygen
concentration, but also on how the oxygen is ordered. Open issues remain, such as why
do the chain oxygens need to be ordered to maximize the T.?

iii)  Doping in the CuQ, planes.

Both Ni and Zn predominately replace copper in the CuO, planes without
significant structural change. However, T. falls faster in these cases than it does with
increased 3+-cation doping on the chains or oxygen doping on the chains. That is an
indication that the loss of structural continuity of the CuO, plane is more detrimental to
the superconducting transition temperature than the lattice changes that occur due to
doping on the CuO chains. There are interesting data comparing the Ni and Zn-doping:
Tc falls faster with increasing the Zn doping than with increasing the Ni doping.
Conversely, the room temperature resistivity increases faster and the Relative Resistance
Ratio (RRR) [R(300) / R(0)-extrapolated] reduces faster with increasing Ni doping than
increasing Zn doping. Therefore, Zn destroys the superconducting phase faster and the Ni
destroys the normal metal phase faster. Remaining issues are: Why do Ni and Zn
substitution reduce T. so dramatically? and Why does Zn suppress the superconducting
state faster than Ni, while Ni suppresses the normal state faster than Zn?

iv) The Role of the Charge Reservoir Layers.

The cuprates containing Hg, Tl and Bi ions in their charge reservoir layers have
unusually high Tcs. These ions are known to charge disproportionate, which makes them
negative U-centers. Under some circumstances it is known that negative U-centers can
be superconducting pairing centers. It is of great interest to determine whether
superconducting pairing on the charge reservoir layers is responsible for the enhanced T.s
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of the Hg, Bi and Tl cuprates, and if so whether the negative U approach can be turned
nto a general method for finding and enhancing superconductivity.

2, Other Topics of Interest
a Applied Pressure.

The investigation of high temperature superconductors under high pressure has
the advantage that the basic interactions responsible for superconductivity can be
changed without introducing disorder into the system as encountered in alloying
experiments. The drawback i5 that onehas to deal with massive high pressure cells, small
sample sizes, and technical difficulties that increase with the higher the pressure range of
interest. Measurements of the pressure dependence of T, are the most straightforward
since this can be accomplished through measurements of the electrical resistivity and the
ac magnetic susceptibility under pressure. The electrical resistivity in the normal state,
which can be accessed even below T. by suppressing superconductivity with a magnetic
field, yields complimentary information about phonons and magnetic excitations that are
responsible for the superconductivity. Other types of measurements such as NMR and
specific heat have been made under pressure. It would be useful to develop techniques for
making other types of measurements under pressure and extending the range of pressures
currently accessible.

b) Spin, Lattice, and Charge Correlations.

“Doping” generally refers to the introduction of charge carriers into the
conduction or valence bands of a material. However, because of the large coupling
between charge, spin and lattice in the cuprate superconductors and other transition metal
oxides, doping of these materials with charge carriers can also be accompanied by the
formation of static and dynamic spin and/or charge ordered phases on a microscopic
scale. These "stripe phases," have recently been observed in many perovskite based
transition metal oxides, including several cuprates, and may be a general feature of
transition metal oxides[16, 17]. The role these microscopic inhomogeneous spin or
charge phases play in high temperature superconductivity, magnetism, and other effects
that have been attributed to them, is, however, unclear at this time.

The comprehensive understanding of spin/charge self-organization in oxides is a
challenging task. This is a new viewpoint in the survey of strongly correlated phenomena
in solids — a field that until recently has been primarily focused on the properties of
nominally homogeneous systems. Intrinsically inhomogeneous spin and charge systems
in transition metal oxides call for both original theoretical approaches and for the
development of novel experimental tools suitable to deliver important information.
Existing experimental information on the electronic and lattice properties of stripes
systems is incomplete and therefore many fundamental problems related to spin/charge
ordered regime in solids remain unresolved.
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3. Conclusion

We believe that the opportunities for new materials to greatly influence the future
of superconductivity research remain large, both from the point of view of fundamental
science and the development of practical superconducting materials. We believe that
chemical doping, non-thermodynamic synthesis, the discovery of totally new materials,
the investigation of strongly correlated charge and electronic systems, and the use of.
chemical principles to help answer questions about the nature of superconducnvny are
exciting areas for future research. ‘ : ‘

III.  Electronic Structure and Quasiparticle Dynamics

High-T. superconductivity is achieved when a moderate density of electrons or
holes is introduced in antiferromagnetic (AF) Mott-Hubbard insulator hosts by chemical
or field-effect doping. Gross features of the evolution of the electronic structure as doping
progresses from Mott insulator to d-wave superconductor are known from the systematic
transport, photoemission and optical studies[18-21]. The doping-driven phase diagram of
high-T. systems is exceptionally rich owing at least in part to the fact that at the verge of
the metal-insulator transition boundary magnetic, electronic, lattice and orbital degrees of
freedom are all characterized by similar energy scales. Optimally doped cuprates (having
highest T. for a given series) reveal a well-defined Fermi surface in close agreement with
the results of the band structure calculations[22]. Nevertheless, the dynamics of charge
carriers appears to be highly anomalous defying the grounding principles of the Fermi
liquid theory. Numerous attempts to describe the electronic properties using strong
coupling Eliashberg theory have been only partially successful[23-25]. Using this
approach it became possible to find a consistent description of many of the features
established through a combination of tunneling, photoemission, optical and neutron
scattering measurements for YBCO and the Bi2212 families of materials. However,
many other systems of cuprates fail to follow the same patterns[26, 27]. Moreover,
because of the extremely strong inelastic scattering established for most high T.
superconductors the concept of strongly interacting quasiparticles underlying the
Ehashberg formalism is in question.

Early on it became established that superconducting currents in cuprates are
carried by pairs of holes or electrons similar to that of conventional BCS
superconductors. However, a viable description of the pairing interaction is yet to be
found. Numerous experimental results indicate that the process of the condensate
formation in cuprates is much more complex than the BCS picture of a pairing instability
of the Fermi gas. One example of a radical departure from the BCS scenario is that the
opening of the superconducting gap in cuprates is preceded by the formation of a partial
gap (pseudogap)[28]. There is still a debate as to whether this pseudogap is related to the
superconducuvuy The pseudogap appears to be strongly anisotropic around the Fermi
surface mirroring the anisotropy of the superconducting gap. These observations
prompted the “precursor to superconductivity” scenarios for the pseudogap. Within this
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view, the formation of pairs precedes the development of global phase coherence
between paired states[29]. Observations of vortex-like excitations[30] as well as of finite
superfluid stiffness[31] at T>T. are in accord with the preformed pairs hypothesis. The
process of the superconducting condensate formation in high-T. cuprates also appears to
be notably different from the BCS scenario. In particular, the energy scales involved in
the formation of the superconducting condensate are anomalously broad and exceeds the
magnitude of the superconducting energy gap by more than one order of magnitude[32,
33]. These latter results inferred from optical spectroscopy are consistent with the view
that the kinetic energy is lowered in the superconducting state. Similar conclusions also
emerged from the detailed analysis of the photoemission spectra[34]. The electronic
properties ofsthe high!'T. superconductors have been probed by several complementary
techniques. These techniques have shown substantial technological improvements in part
dnven by the need for higher energy and k resolution. In addition there is a growing
belief that these materials may have real space inhomogeneities and so that a high
resolution real space probe is desirable. Among the techniques that have revealed
substantial insight because of technical improvements, we discuss electron tunneling,
angular resolved photoemission spectroscopy, and infrared spectroscopy.

1. Techniques
a Electron Tunneling.

Electron tunneling (both quasiparticle and Josephson tunneling) has been a
powerful technique to probe the excitation spectrum, the superfluid density and the pair
wave function phase of conventional superconductors. With high T. cuprates, the
technique has been no less informative. Currently, much of our understanding of the
order parameter symmetry has come from Josephson effect studies[35] and the non-BCS
nature of the excitation spectrum that comes about from the symmetry has been clearly
observed[36]. C-axis and a-b plane quasiparticle tunneling have illustrated the extreme
anisotropy of these superconductors and shown that surfaces are very different with
possible bound states due to the broken symmetry at the a-b interface[37]. Intrinsic c-axis
tunneling{38] has attempted to address the relationship between the superconducting gap
and the pseudo gap. The debate over whether the pseudogap and the gap are intrinsically
coupled continues.

STM studies offer an important additional feature that has already yielded some
surprises. STM quasiparticle tunneling has allowed both microscopy and spectroscopy
with good energy resolution and the spatial resolution to study the gap parameter on a
length scale smaller than the superconducting coherence length{39]. Some of the current
thinking on the high T. superconductors concludes that there are intrinsic
inhomogenieties (especially in the underdoped limits) in the superconducting properties.
Coupling the high energy resolution with the high spatial resolution, along with the
recently developed superconducting STM[40] will allow direct spatial studies of the
energy gap, bound states and the superfluid density. Recent investigations have
illustrated the local effects of non-magnetic and magnetic impurities[41] in the high T.
matenials and a background periodicity in the electronic density[42] (charge density wave
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or spin density wave?) which requires further investigation. It is not clear whether this
periodicity in the electronic density is associated with the superconductivity in these
materials. Finally, the combination of high resolution quasiparticle spectroscopy and
Josephson probe will allow quantitative investigation of spatial variations of the order
parameter and superfluid density around impurities, at interfaces and proximity junctions.
In conventional superconductors these two quantities are related but with spatial
inhomogeneities, it is no longer required. For the high T. materials, some theoretical
models require inhomogeneities that would result in the superfluid density having
different behavior than the energy. gap. This will allow us to address both fundamental
issues and applications. For example, current studies show that a magnetic impurity does
not suppress the energy gap[31]. It has been’ concludéd that superconductivity is'not
affected but the superfluid density has not yet been investigated. In addition, much is still
to be learned about the proximity effect at the interface between the high T, materials and
other metals. Tunneling will allow us to probe this interface.

b) Angular Resolved Photoemission Spectroscopy (ARPES).

ARPES experiments have contributed to our understanding of the electronic
structure and superconducting properties by revealing the Fermi surface information,[43]
and a large superconducting gap anisotropy that is consistent with d-wave pairing
state.[44]

Recent improved resolution, both in energy and in k have resulted in
unprecedented data which allow us to map the electronic dispersion curves (E vs. k) for
bands below the Fermi level Er [45, 46]. Angle resolved photoemission studies are now
mapping the dispersion curves for several cuprates (and other perovskite oxides). As a
result of the enhanced energy and k resolution, it has been demonstrated that in addition
to E and k, the linewidths AE (related to scattering rate % ) and Ak (related to the

inverse mean free path 1) can also be determined. While mapping these quantities over
£

an extensive phase space of E and k is still to be done, these measurements have revealed
some very important insight already. Close to Er an electron mass enhancement[47-49]
(E vs. k measures the velocity and hence the effective mass m*) is observed in the
dispersion curves which is both energy and temperature dependent. These measurements
can be thought of as directly probing the self-energy of the carriers with all their
dressings as a result of the interactions the carriers experience. In conventional
superconductors, these interactions and mass enhancements are a result of the electron-
phonon interaction; the mechanism responsible for superconductivity in the simple
materials. Indeed, for many in the field it was the measurement of the strength of the
electron-phonon interaction (via tunneling for example) which confirmed the phonon
mechanism of superconductivity. The measurements of ARPES are being carried out in
several laboratories in the U.S. and elsewhere and the mass renormalization effects are -
observed at several facilities and in several materials.

There is still disagreement as to some of the details of these measurements and to

their interpretationf[48, 50, 51]. Electron-phonon interactions, electron-spin interactions
and electron-electron interactions have all been suggested and all result in enhanced mass
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due to the interactions. Temperature dependent studies also illustrate that these
interactions are at low energy and result from strong interactions.

It is clear that mapping of these dispersion curves over a wider volume of the E-k
phase space is important. It is especially critical with the high T, cuprates because of the
large electronic anisotropy of the materials. Furthermore, because of the symmetry of the
order parameter, mapping of the self energy effects as a function of k around the Fermi
surface is especially critical. If these observed renormalizations are the signature of the
mechanism responsible for superconductivity in the high T. materials, an extensive map
of the electronic renormalized map will be valuable if the analogy with low T.
superconductors is'relevant.’ In the case of low T. materials the renormalized mass
m’ = m{1 + 1) where A =electron-phonon interaction averaged over the Fermi surface.

Current ARPES measurements could be determining quantitatively the strength of
the interaction and the mechanism of superconductivity. As a final caveat, it must be
remembered that both APRES and tunneling are surface probes.

In this connection, inelastic X-ray scattering (IXS), which is not sensitive to
surfaces or defects, is a valuable probe of bulk states. For high momentum and energy
transfers IXS directly measures the ground state momentum density of electrons, while
spin density is measured in magnetic IXS scattering. with improved resolution that has
been achieved with synchrotron light sources, IXS has revealed surprising electron
correlation effects with simple metals and has been extended to study the electronic
excitations of the present compound of high T. superconductors. Its application to
ceramic superconductors would be most worthwhile. [52, 53]

c) Infrared Spectroscopy.

Infrared (IR) and optical spectroscopy is ideally suited for the studies of
superconductivity because of the ability of these techniques to probe such fundamental
parameters as the energy gap and the super fluid density[54]. Notably, IR spectroscopy
allows one to investigate the anisotropy in these parameters through measurements
performed with the polarized light[55]. Because IR/optical information is representative
of the bulk and measurements can be performed on the micro-crystals, these studies allow
one to examine common patterns of a large variety of materials which may not be
suitable for examination with other techniques. Optical techniques offer means to probe
strong coupling effects in the response of quasiparticles. In this context IR, tunneling and
ARPES results are complimentary to each other. It is therefore desirable to “map”
renormalization effects using a combination of several spectroscopic methods. Charge-
and spin-ordered states in solids can be conveniently examined through the analysis of
the IR-active phonon modes. The latter circumstance is important for the investigation of
self-organization effects which dominate the dynamics of charge carriers at least in
under-doped cuprates.

IR measurements can be performed in high magnetic field. Present work in the
use of IR in high field experiments is restricted to a few experiments but several groups
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are actively involved into adapting IR instrumentation for these challenging
measurements. These studies promise to yield detailed information on dynamics of both
pancake and Josephson vortices. More importantly, DC fields currently available in
optical cryostats (up to 33 T) are sufficient to destroy superconductivity thus giving
spectroscopic access to the normal state properties at T<<T.. Transport measurements in
strong magnetic field highlighted anomalies of the normal state in LaSrCuO (LSCO)
series of cuprates[56]. Spectroscopic measurements will be instrumental in distinguishing
between (conflicting) interpretations of these results and will also help to unravel generic
trends of the normal state behavior at T<<T. between several classes of superconductors.

2. ° Magnetism, Competing Order, a¥d Phonons
a) Magnetism and Spin Fluctuations.

As discussed earlier, superconductivity in the cuprates is achieved by doping
holes or electrons into an antiferromagnetic-insulator state. The magnetism is essentially
an electronic effect, as it results from strong Coulomb repulsion between pairs of
conduction electrons on the same Cu atom, together with the Pauli exclusion principle.
Considerable knowledge of antiferromagnetism (AF) and spin fluctuations in the
cuprates[57, 58]. has been obtained experimentally using neutron scattering, nuclear
magnetic resonance (NMR), and muon spin rotation (uSR) spectroscopy. The general
significance of antiferromagnetic correlations and spin fluctuations in theoretical
mechanisms of high-temperature superconductivity is motivated by this experimental
work.

In hole-doped cuprates, 2% holes doped into the CuQ; planes are generally
sufficient to destroy AF long-range order, but a minimum of 5-6% are necessary to
induce superconductivity. Considerable attention has been devoted to characterizing the
evolution of the AF spin fluctuations with doping. The bandwidth of the magnetic
excitations, ~300 meV in the ordered AF, appears to change relatively little with doping.
In LSCO, the low-energy spin fluctuations become incommensurate as doping increases,
with a characteristic wave vector displaced from that of the AF by an amount 8. Similar
incommensurability has been observed in YBCO, but additional features are the presence
of a gap in the low-energy fluctuation spectrum followed by a commensurate "resonance”
peak. The gap and peak energies both increase with hole concentration up to optimum
doping, at which the resonance-peak energy is ~ 40 meV. Recent results on other
families of superconducting cuprates indicate that the resonance peak is a common,
although not universal, feature[59].

Electron doping has a weaker effect on the AF state, with a transition directly
from AF order to superconductivity occurring at an electron concentration near 12%.
Initial neutron measurements indicate that the AF spin fluctuations remain commensurate
in the superconducting phase. Studies over a broad energy range are made challenging
by the presence of crystal-field excitations from the rare-earth ions.
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Progress in the characterization of spin fluctuations has been enabled by the
development and improvement of techniques for growing large single crystals and by
forming large-volume mosaics of small crystals. Neutron scattering studies of hole-
doped cuprate systems other than LSCO and YBCO are in early stages, and considerable
progress is likely in the next few years. Improvement in the homogeneity of large
underdoped YBCO crystals would be helpful for some of the issues discussed below.
The availability of sufficient access to appropriate neutron scattering facilities may also
be a limiting factor.

b) Competing Orders.

A phenomenon known as "stripe” order has been observed by neutron and X-ray
diffraction in several varants of the LSCO family[60, 61]. Spin-stripe order is indicated
by the appearance of elastic magnetic superlattice peaks at the same incommensurate
wave vectors at which the low-energy spin fluctuations occur. These are usually
accompanied by the observation of another set of superlattice peaks split about
fundamental Bragg points, indicative of charge-stripe order. The presence of stripe order
is generally (although not always, as in the case of La;CuOs.y) associated with a
reduction in the superconducting transition temperature. However, there is also a linear
correlation between T. and the incommensurability of the spin fluctuations in the absence
of stripe order.

There is also some evidence of stripe correlations in YBa;Cu3zOg+x O chains. The
temperature dependence of the associated superlattice intensities suggests a coupling to
electronic correlations, and possibly to charge stripes[62]. Certain spin fluctuations have
been found to have an incommensurability similar to that found in LSCO; however, the
cause of the incommensurability is controversial.

The recent scanning tunneling microscope (STM) observations of spatial
modulations of the electronic density of states (DOS) in the CuO- planes of BSCCO has
stimulated considerable speculation. The observed period of 4a (a, the in-plane lattice
constant) suggests a connection with the charge and spin stripes found in LSCO. Clearly,
a combination of tunneling and scattering studies is needed to clarify the nature of the
modulations.

There are many unresolved issues associated with the problem of stripes. Is stripe
order a type of electronic instability, like conventional charge-density-wave order, that
only competes with and limits superconductivity? Is it possible for a stripe-liquid phase
to exist? Are stripe correlations common to all superconducting cuprate families, or do
they only occur in special cases? Are spin stripes always associated with charge stripes,
or are these distinct types of order? Do stripes (or possibly another type of
inhomogeneity) exist in electron-doped cuprates? Studies with a wide range of
techniques will be needed to answer these questions. Stripes are but one kind of order that
has been proposed to have a connection with the various "pseudogap" phenomena that are
observed in underdoped cuprates[63]. A number of theories have put forward the
hypothesis that a new order parameter appears in the pseudogap regime. Two particular
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examples are quadrupolar orbital currents , and the staggered flux phase or d-density-
wave (DDW) state. In both cases, orbital currents result in local magnetic moments that
should be, in principle, detectable by neutron scattering. So far, neutron scattering
experiments have been unable to find evidence for such phases, which predict no
breaking of translational symmetry; however, the presence of quadrupolar currents
provides a possible explanation for the recent observation of time-reversal-symmetry
breaking by photoemission[64]. The possible existence of orbital moments remains an
open issue.

c) Phonons and Electron-Phonon Interactions.

The role of electron-phonon interactions in the cuprates has been the subject of
renewed interest, motivated in part by a recent interpretation of ARPES data[28] An
important technique for characterizing phonon dispersions and densities of states is
inelastic neutron scattering. (Note that neutron measurements of the phonon DOS in
MgB; provided an important validation of the theoretical evaluations of electron-phonon
coupling in that system.) Dispersion anomalies in the Cu-O bond-stretching modes,
clearly associated with some kind of electron-phonon coupling, have been the subject of
controversy for several years. The experiments are constrained by weak scattering cross
sections and limited crystal size. Further experimental studies, together with serious
theoretical analysis, are necessary in order to make real progress in this area. Inelastic X-
ray scattering has also been used recently to study optical phonons in a cuprate.

Figure 3. Schematic
representation of excitations
and collective modes in high-
T. superconductors. A
remarkable variety of effects
in these materials have typical
energy scales of about 50-70
meV, including: phonons,
magnetic resonance,
superconducting gap and
pseudogap as well as “kinks”
magnons in the ARPES spectra.
Competition, interplay and
interdependence between
these effects are responsible
for complexity of the strongly
correlated state in these

momentum materials.
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EREINCe

18



IV. Vortices

Most of the electromagnetic properties of Type II superconductors are determined
by vortices in static and dynamic configurations. Rapid progress in manipulating and
measuring vortices in recent years has greatly expanded the limits of known and
imaginable vortex phenomena. This chapter outlines several research directions that are
now within reach and that will develop new concepts and strategles for fundamental
science and applications.

1. Single Vortex Physics.
a) Confinement.

Advances in micro- and nano-scale patterning and in high sensitivity
measurements now enable studies of single vortices, allowing a wide range of new
physics to be explored. Vortices enter mesoscopic samples[65-68] one-at-a-time at field
intervals determined by flux quantization, AH ~ ®,/L? where @, is the flux quantum and
L the sample dimension. The entry of each vortex produces a step change in the
magnetization, corresponding to a first order phase transition. In circular disks, vortices
are predicted to configure in shell patterns[69] reminiscent of electrons in atoms and
leading to magic numbers of high stability. At certain fields a collection of discrete
Abrikosov vortices transforms to a single giant vortex containing the same number of
flux quanta and a circulating current at the outer edge of the sample. This phase
transition is reminiscent of Wigner localization in electronic systems. In lower symmetry
disks such as squares, vortices and antivortices coexist to simultaneously satisfy flux
quantization and rotational symmetry[67].

Studies of confined vortices can be extended to layered superconductors such as

NbSe, and the cuprates, where the superconducting coherence length & and the magnetic
penetration depth A are quite different, and to other experimental probes like STM that
directly image the superconducting order parameter. Confinement need not be limited to
a single disk. Arrays of disks, each containing confined vortices, can interact through a
superconducting substrate. Confinement in a line geometry[65] allows motion of
confined vortices to be studied[70]. Confined disks connected by lines offer many
analogies to single electron behavior including the Coulomb blockade and single electron
tunneling.

Individual vortices in an array can be manipulated by imposing an artificial
mesoscopic template. One approach is to lithographically pattern a superconducting film
with an array of holes, or antidots, each of which traps one or more vortices[71-74].
Trapping vortices one-by-one has practical implications: it can dramatically enhance the
pinning effectiveness and critical current, and it can lead to extremely sharp switching
effects at matching fields. These switching features offer the potential for three terminal
devices, where the supercurrent across the antidot array is modulated by a control
magnetic field operating near the matching field. Antidots are predicted to trap vortices
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with multiple flux quanta if the hole size is large compared to the coherence length. The
properties of these multiquanta vortices are largely unexplored. Such antidots, for
example, could enable the construction of information storage devices operating with
integer rather than conventional binary bits.

Mesoscopic templating can be extended in several exciting directions. The
technique can be applied to cuprate high temperature superconductors[75], where the -
nanoscale coherence length enables many tens of flux quanta to be trapped in a single
mesoscopic hole. Unlike low T. superconductors, the cuprates have clearly defined
lattice, liquid, and glassy phases that will react quite differently to the imposed order of
the templates First brder vortex lattice melting, for example, is expected to be
fundamentally modified by commensurate or incommensurate templates. Aperiodic
templates provide another new direction. The vortices trapped in the holes create
aperiodic scattering centers for free interstitial vortices whose dynamics will be quite
different from those in ordered or random pinning arrays. Templates created to date have
been limited by lithography to lattice spacings slightly less than one micron, putting the
first matching field at about 20 Gauss. Electron beam and self-assembly techniques, for
example based on diblock copolymers[76] anodic aluminum oxide[77] or inverse
micelles[78], can be used to make templates with nanometer lattice constants. This much
smaller spacing puts the commensurate vortex lattice in the strong interaction limit where
collective effects dramatically alter its behavior. The one study on dense templates
reported so far[79] shows that strong pinning persists well below T.. High density
templates bring the first matching field up to the kG range, much more interesting for
applications than the tens of Gauss range accessible to lithographic templates. High
density templates offer an intriguing new strategy for pinning the vortex liquid, where
eliminating shear motion requires one pin site per vortex. In BSCCO and YBCO this
_ opens large areas of the H-T phase diagram to practical use.

b) Pseudovortices and Vortex Core States.

The observation of unusual thermomagnetic effects in the underdoped region of
LSCO above the superconducting transition temperature and below the pseudogap
temperature[80] suggests that vortex-like excitations may be associated with the
pseudogap state. The properties of these pseudovortices are still under examination and
may hold important insights into the underdoped state. Pseudovortices may be
observable as fluctuations using experiments with short time scales and local resolution,
such as magnetic resonance or muon spin rotation.

The suppression of the superconducting energy gap in the vortex core creates a
natural potential well that captures observable bound states in cuprate
superconductors[81, 82]. These bound states provide a window on the nature of pairing,
because they are sensitive to the presence of nodes in the gap that distort the core
potential. STM sees not only the bound state, but also the anisotropy of the energy gap
around the core, providing direct information on the nodal structure. These experiments
would be particularly valuable if performed systematically for under and over doped
regimes, where the nature of the normal and superconducting states changes
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continuously. In other organic and heavy fermion superconductors where the order
parameter 1s a complex vector, the core states will display subtle details reflecting the
exotic pairing. These core states are within reach experimentally but remain unexplored.

In the vortex core the superconducting order parameter is suppressed, providing a
fascinating opportunity to search for competing types of order without physically altering
the material. Indications of spin density waves[42] and pseudogaps[83] in the cores of
BSCCO suggest a strong interplay of these types of order with superconductivity. The
same approach could be employed to search for competition with antiferromagnetism[84]
charge stripes, and other proposed ordered states.

The existence of two superconducting gaps[85] in MgB, raises fundamental

questions about their effect on the core states. Strong variations in the core potential and
the bound states are expected as the relative strength of the two gaps varies with
temperature and field. This fascinating area is now within reach and is virtually
unexplored.

c) Hybrid Materials.

We are now entering a new era of materials sophistication allowing studies of
superconductors exposed to internal magnetic fields. Such internal fields arise in
magnetic/superconducting hybrid structures[86], including naturally occurring
RuSr,GdCu,O, [87] and the magnetic borocarbides[88, 89], and artificial hybrid

structures containing patterned magnetic and superconducting layers{90]. There are
fundamental questions regarding how superconductors respond to internal magnetic
fields: the conventional mechanisms of Meissner shielding and vortex penetration for
external fields are not necessarily adequate. -

Fig 4. Superconductor/magnet bilayer. The vortex field polarizes the magnet locally,
producing a radial magnetic texture.

; In bilayer hybrids, the field of an individual vortex in the superconducting layer
locally polarizes the adjacent magnetic layer creating a tiny magnetic texture.[91] Fig 4
shows a radial magnetic texture, where the vertical arrows represent the vortex magnetic
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field and the horizontal arrows the induced polarization of the magnetic layer. The
coupled vortex-magnetic texture pair is a new compound object whose static and
dynamic properties are virtually unexplored. One important element is the interaction
between pairs, which is mediated by dipole and exchange interactions in the magnetic
layer, Lorentz forces in the superconducting layer, and magnetostatic interactions
between the layers. The resultant interaction potential is distinctively more complex than
the simple repulsive potential of bare vortices. Dynamics brings in yet another element,
the de-polarization and re-polarization of the magnetic layer that is required if a vortex in
the superconducting layer is to move. Beyond the new physics of vortex-texture pairs,
there is an additional attractive feature. The properties of the hybrid can be tuned by
selecting the materials (e.g., the easy direction and the anisdtropy in‘the magnetic layer),
the relative thickness of the two layers, and the magnetic field direction. In multilayer
hybrids with parallel applied field, an array of n-Josephson vortices can be formed, while
tipping the field away from the layers induces Abrikosov-texture pairs.

There are equally fascinating possibilities in hybrids composed of magnetic dots
deposited on a superconducting layer. Here the magnetic dot is a pin site that is isolated
from the superconductor, avoiding deleterious effects of the pinning defect on current
flow. Recent work on superconducting/magnetic dot hybrids[92-94] has defined several
important issues, such as (1) the spontaneous creation of vortices and antivortices in zero
applied field, (ii) the annihilation of antivortices by external field-generated vortices, (iii)
the nature of matching field effects, (iv) the effect of magnetic dot repolarization at high
field, and (v) the dynamics of dot-generated vortices under a driving Lorentz force.
These basic unexplored issues become even more fascinating when the scale of the
magnetic dot array is reduced from present day lithographic dimensions to much smaller
self-assembled dimensions. The interaction of flexible and compressible vortex lattices
with nigid pinning geometries has many analogies in epitaxial growth, absorption of
noble gases on surfaces and even plasma physics in confined geometries. Thus progress
in this area has broad relevance well beyond the field of superconductivity.

2, Multivortex Physics
a) Disordered Glassy and Liquid States.

The collective behavior of vortices is much like that of atoms: their mutual
interaction energy creates lattices, quenched disorder by random pinning produces
glasses, and thermal disorder melts the lattice or glass to a novel liquid state. The liquid
and glassy states of vortex matter offer major challenges for understanding the magnetic
properties of superconductors. Two kinds of glassy state have been proposed, the vortex
glass[95] for disorder by point defects, and the Bose glass[96] for disorder by line
defects. While experiments confirm the second order Bose glass melting transition, the
tilt modulus and the resistive behavior of these disordered systems are at odds with each
other and with theory[97]. For point disorder, even the voltage-current scaling behavior
expected at melting is not observed[98] . Experimentally, lattice and glassy melting
coexist in the same phase diagram[99-101], sometimes accompanied by novel “inverse
melting” regions. Quasi crystals are another disordered phase of vortex matter, triggered
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by pentagonal or decagonal boundaries. The thermodynamics of melting in this phase
intermediate between lattice and glass will be fascinating.

The vortex liquid shows equally fascinating behavior arising from thermal
disorder rather than quenched disorder. Recent specific heat measurements[102] reveal
two liquid phases separated by a second order phase transition. Understanding the nature
of these two phases and the transition between them is a challenge not only for vortex
matter but also other line liquids like polymers and liquid crystals. The vortex liquid
offers another promising opportunity, to study the interplay of thermal and quenched
disorder. The addition of quenched disorder to the liquid shifts the freezing transition up
for ¢olumnar«defects, &own for point defects. The effect of the two kinds: of quenched
disorder on liquid state thermodynamics and on its driven dynamics is ripe for incisive
experiments. Disordered vortices offer a rich complexity that is easily accessible
expenimentally yet so far defies theoretical description. Their behavior is fundamental to
applications of superconductivity, and to the basic science of condensed matter systems
generally.

b) Dynamic Phases.

The rich equilibrium phase diagram of vortices is matched by its driven dynamic
behavior. The onset of motion at the critical current is a complex dynamic process
govemned by the distribution of pinning strengths, the vortex-vortex interactions, the
temperature, and the driving Lorentz force. The plastic motion that normally
accompanies depinning can now be directly observed through Lorentz microscopy[103]
and magneto-optical imaging[104]. This emerging spatio-temporal resolution opens
possibilities for systematic experimental studies to characterize the depinning process as
a function of the basic variables. Such previously hidden onset phenomena as vortex
channeling, vortex hopping from pin site to pin site, and the distinction between
avalanche and continuous onset are becoming observable. This wealth of experimental
information drives new theoretical descriptions of the depinning process. The plastic
motion inherent in depinning makes its description in terms of partial differential
equations of hydrodynamics challenging. However, statistical descriptions in terms of
time dependent position and velocity correlation functions can be created that break new
ground for describing the onset of plastic motion. Beyond depinning, there are a host of
dynamic phenomena that are now amenable to observation, including vortex creep,
thermally assisted flux flow, hysteresis in I-V curves, and memory effects. The concept
of vortex focusing and rectification through the ratchet effect is especially
interesting[105}. A fundamental microscopic understanding of these phenomena would
lead to better engineered superconducting devices where stability and high depinning
forces are crucial [106].

c Josephson Vortices and Crossing Lattices.
Highly layered cuprates such as BSCCO support naturally occurring Josephson
vortices, where the absence of a core and the large lateral penetration depth

fundamentally alter the behavior typical of Abrikosov vortices. The two kinds of vortices
co-exist and interact in the presence of a tilted applied field, where the perpendicular field
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induces a pancake vortex lattice and the parallel field induces a Josephson vortex lattice.
The two crossing lattices interact to produce a complex phase diagram[107], containing
spontaneous vortex stripes and intricate melting behavior for fields very close to the ab
plane[108]. Advances in scanning Hall probe technology[109] and magneto-optical
imaging[110] now allow these crossing lattice states to be imaged, directly illuminating
these phase transitions in real space. The dynamic properties of Josephson lattices are
also fascinating. Because they have no core and no conventional pinning, Josephson
vortices can be driven at very high speeds. They are predicted to undergo a dynamic
phase transition, from a highly distorted hexagonal structure at low speed to a stacked
configuration at high speed{111]. The most remarkable prediction is that the high speed
Josephson lattice emits Terahertz radiation with: a frequency inversely proportional tothe
transit time for one lattice constant[112]. This offers the appealing possibility to create a
new class of Terahertz radiation sources from dc components, with an adjustable
frequency determined by the driving current and applied magnetic field.

3. Instrumentation.

Advances in STM, scanning Hall probes, magneto-optical imaging, Lorentz
microscopy, high sensitivity specific heat and magnetization have driven recent and rapid
progress in vortex physics. Further advances in instrumentation are on the horizon.
Lorentz microscopy of vortex systems has recently been achieved at 1 MeV, showing
unexpected changes in vortex orientation in BSCCO films[113] and dynamic structure in
apparently static crossing lattices[114] Magneto-optical imaging can now see single
vortices[104], opening a new window on real space dynamics. Higher resolution can be
achieved with development of near field magneto-optical imaging, an advance that is
within reach using available techniques. Specific heat experiments are ripe for much
higher sensitivity using MEMS (micromachines) to eliminate addenda corrections and
innovative temperature sensing. This new instrumentation will drive not only vortex
physics but also will advance many other areas of condensed matter physics.

V. Proximity and Interface Effects

The superconducting proximity effect involves the mutual influence of
neighboring superconducting and non-superconducting materials across an
interface[115]. Such mutual influences can be profound. They can affect greatly the
physical properties of both materials and are important in any application or scientific
measurement that involves interfaces. Related effects occur at vacuum interfaces at the
surface of a superconductor. The proximity effect is central to the physics of the
coupling of superconductivity across non-superconducting barriers that make possible the
Josephson junctions used in high-T. superconducting electronics{116] and the grain
boundary interfaces that are presently the primary factor limiting current flow in high-
current superconducting tapes{117]. The proximity effect is also central to the broader
application of the extremely powerful but surface sensitive techniques of photoemission
spectroscopy and the growing arsenal of scanning local probes to these materials. The
imiportance of grain boundaries as current liming factors in HTS tapes is also discussed in
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Chapter VII of this report. And the importance of surface effects in the application of
ARPES and scanning probes is discussed in Chapter III.

To all of this must be added the possibility of surface doping through the use of charge
transfer from deposited over-layers or the electrostatic field effect. The recent
determination of scientific misconduct in some reported results using field-effect doping
to induce high-temperatures superconductivity does not undermine the basic scientific
rationale for such work. - Indeed, field effect doping (both capacitive[118] and -
ferrolectric[119]) has a long history that continues up to today. The situation has been
reviewed recently[lZO] Clearly, charge transfer and field-effect doping remain
potentially elegant approaches to creating new superconductors and developing model

systems for studying two-dimensional superconductivity.

For all these reasons mastery of the proximity and interface effects in the high
temperature superconductors is essential to progress in the field.

In conventional, low-T. superconductors the understanding of the proximity effect
is relatively well developed for interfaces with normal metals[121]. The reasons are the
- power of BCS theory along with the simplification provided by the generally long
superconducting coherence lengths typical of low-T. materials (and conventional normal
metals). These long coherence lengths tend to average out and temper interface effects
and thereby permit the use of simple, phenomenological boundary conditions for most
purposes. The proximity effect with a ferromagnet is qualitatively different, however, and
its understanding remains under developed. The new twist here is that the pair wave
function has an oscillatory decay in the ferromagnetic (FM) material[122], in contrast to
the simple exponential decay found in the normal-metal case.

High-T. superconductors are very different. The very short coherence lengths
characteristic of these materials make them much more susceptible to the influence of
neighboring materials and internal defects virtually at the atomic level. Hence, the use of
phenomenological boundary conditions is problematic, and microscopic theory will have
to play a larger role. Of course, there is no well developed microscopic theory of the
high-T. superconductors. In addition, the strong doping dependence of the cuprate
superconductors makes them sensitive to charge transfer at interfaces, where there is a
tendency to form npn-like junctions[123), introducing further new complexity. The d-
wave nature of the pairing also leads to new features in the proximity effect (and the
related Andreev scattering process at interfaces) that have not been fully explored. One
now well-accepted example is the reduction of the pair wave function to zero at surfaces
whose normal points along the direction of the nodes in the energy gap[124].

There are also intriguing experimental results that suggest new physics is
operating in the proximity effect with the high-T. superconductors. The anomalous
normal state properties of the cuprates, particularly in the pseudo-gap regime at low
doping, seems incompatible with the use of the conventional theory (based on low-T.
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superconductors and normal metallic behavior) to describe the proximity effect with
these phases. In addition, various systematic studies of the proximity Josephson coupling
of the ab-planes of the cuprate superconductors across these normal phases imply
characteristic lengths of the proximity coupling that are larger than can be readily
explained with conventional ideas[125]. The alternative possibility that longer coherence
lengths are possible in the normal planes and/or that the range of the proximity effect
with conventional normal metals on the c-axis of BSCCO is shorter than can be readily
explained with conventional ideas{126] is intriguing.

From the theoretical perspective, understanding of the proximity effect with a
material near a quantum phase transition (suck as the superconductor/ insulator or
metal/insulator transitions) with their associated quantum fluctuations is lacking even in
the case of conventional superconductivity. It is presumably even more challenging in
the case of the cuprates, which exhibit several such transitions as a function of doping,
due to their highly correlated nature. In addition, there are speculations that negative U
centers in the blocking layers are playing a role in the high-T. of some cuprates in a kind
of intemal proximity effect[127].

Finally, the ability to exploit widely the powerful but inherently surface sensitive
electronic probes of the high-T. superconductors such as ARPES and the various
emerging scanning probes will depend on dealing somehow with their complicated
surface chemistry and altered doping of the CuO, planes near the surface due to the lack
in general of a charge neutral cleavage plane in the unit cell of the cuprates, with the
notable exception of Bi;Sr2CaCu,0x (2212 BSCCO).

Key to understanding proximity and interface effects is the controlled preparation
and characterization at the atomic level of the various interfaces of interest. Only by
creating and understanding such model interfaces can the necessary phenomenology be
developed that can guide applications (with their real, more complicated interfaces) and
permit unambiguous scientific study of these materials with surface sensitive techniques.

Fortunately, recent advances in the controlled thin film deposition of highly
refined interfaces of various kinds have been developed for the high-T. superconductors
and complex oxides more generally[128]. Atomic layer (or block by block) epitaxial
growth has been achieved in some cases. Grading of individual layers as a film is built
up may be necessary and likely is possible. The same techniques may also be useful in
preparing the surfaces of bulk single crystals for study by ARPES and/or scanning
probes.

The techniques capable of such refined interface preparation involve the
combination of very well controlled deposition techniques with various in-sifu means of
monitoring the growth. These include Molecular Beam Epitaxy (MBE), Pulsed Laser
Deposition (PLD) and sputtering. The need for an oxidizing atmosphere presents
technical problems, but these are increasingly under control. In-sifu Reflection High
Energy Electron Diffraction (RHEED) is now commonly available for structural
characterization and techniques to measure in-sifu and in real time the temperature and

26



&

composition of a growing film are likely to become available. Such instrumentation will
greatly facilitate progress. Ex-situ, post-deposition characterization is necessary,
however, in order to confirm the structure away from the growth conditions.

At the same time, techniques for preparing well-defined grain boundaries of
various types for physical study in both crystals and thin films have been developed.
Advances in electron microscopy have also been developed that permit not only the
structural characterization of the grain boundaries but also determination of the spatial
dependence of the electric potential (and therefore the distribution of charge) across the
boundary, at least on average. Such information will greatly facilitate progress in
understanding the electrical properties of these grain boundaries. Still needing
development are probes capable of characterizing the lateral dependence of the structure
and properties of these interfaces (particularly electrical transport). Presumably local
scanning probes can be brought to bear usefully on these questions. Similarly, techniques
need to be developed that can reveal the point defects present near the boundaries that are
not visible in TEM and may be playing a significant role in achieving charge neutrality
near the boundary.

In concert with better sample preparation and more thorough physical study will
need to be the systematic development of phenomenological theories that incorporate
appropriately the known physics of the high-T. superconductors and the realities of the
materials themselves. First principle predictive value is probably not possible nor is it
necessary from the point of view of furthering the science. Phenomenological models
may provide useful models of interfaces for applications and guide the empirical process
of materials optimization.

In summary, study of the proximity effect is a critical element in the evolving
study of the high temperature superconductors. The key issues are: developing the model
materials systems that will enable understanding at the required atomic level; developing
tools to make and measure such interfaces, in particular scanning probes; surface doping
and charge transfer studies, developing a unified theory of the proximity effect that deals
with the material realities and the novel physics of the high-T. superconductors; and
applying all this knowledge in surface sensitive studies of these matenals.

VI. Nonequilibrium Effects

A very general case of nonequilibrium dynamics in an electronic system starts by
creating a high-energy electron (e.g., by optical absorption) followed by a cascade of
excited states with smaller and smaller energies until the excess energy can escape the
system, generally by phonons. In superconductors, nonequilibrium effects also occur
with a transport current, for example, at interfaces exhibiting proximity effects, including
grain boundaries (see Chapters V and VIII). The nonequilibrium effects of currents are
especially important when magnetic vortices appear either from applied fields or the self-
field of the current. The excitation energies are not too large (<kgT.) in these cases,
which are discussed in the dynamic phases of vortices part of Chapter IV and under
pinning in Chapter VIIIL
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Retumning to the cascade processes mentioned at the start, these are indicated
schematically in Fig. 5. They include electron-phonon and electron-electron scattering

and are relatively fast, being ~10°12 sec to achieve thermal energies[129]. The eventual
loss of excess energy results from the escape of plionons from a finite sized sample and it

is much slower, being generally ~10 sec, due to the small velocity of sound and
significant phonon-electron scattering. In the case of a superconductor, this strongly
affects the final relaxation step, the recombination into Cooper pairs and escape of the
excess energy by phonons. In superconductors, scattering between electron-like and
hole-like branches (see Fig. 5) only occurs after ‘thermalization’ to energy scales of order
of the energy gap. In high-temperature superconductors (HTS), the d-wave energy gap
depends on the momentum direction, exhibiting nodes along the (x, %) wave vectors.
Thus a new element of nonequilibrium processes in HTS is the relaxation of momentum
around the Fermi surface.

hole-like electron-like initial
E A quasiparticles quasiparticles excitation
phonon
electron-
__________
_________ electron-
Cooper pair
energy gap A I
i Kk
Ke

Fig. 5. Energy, E, versus momentum, k, for quasiparticle excitations in a
superconductor with energy gap, A, showing electron-like (k>kr) and hole-like
(k<kg) excitation branches. Also shown schematically are possible relaxation
cascade processes for an initial electron-like excitation of energy, E>>A. Energy
relaxation occurs by emission of a phonon, scattering off another quasiparticle or
breaking a Cooper pair. Relaxation between the electron-like and hole-like
branches occurs preferentially when E~A. The final step (not shown) is the
relaxation of the excess quasiparticle density back to Cooper pairs and the
concomitant escape of a phonon with energy ~2A.

Progress has been made to understand the fast scattering rates in HTS using thermal

Hall conductivity[130], microwave absorption[131] and optical pump-probe
experiments[132-136], but crucial pieces are missing. These include systematic studies
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that cover a wide spectrum of pump and probe frequencies, other complementary
experiments and connections to theoretical predictions. Less attention has been paid to -
the traditional nonequilibrium studies[137, 138] in LTS that have addressed a wide range
of effects of excess quasiparticle densities and/or branch imbalances between electron-
like and hole-like quasiparticles. The opportunities in the latter case are exotic, numerous
and largely untapped.

It is quite interesting that the scattering times derived from thermal
conductivity[130], microwave absorption[131} and optical pump-probe experiments[132]
exhibit a very similar magnitude and temperature dependence. While the first two probe
nodal quasiparticles at the (=, 1) points of the k-dépendent d-wave density of states at an
energy scale of ~kgT, most pump-probe experiments excite the HTS with 1.5 eV photons
whose energy is ~200 kgT. and the cascade can include all k states. In addition, the
probe response, which measures the reflectivity changes after optical pumping, varies
dramatically with probe frequency (even changing sign) so the specific property of the
nonequilibrium distribution being addressed is less clear. One expects that these probe-
frequency dependencies will reflect features of the electronic system such as the plasma
frequency as well as the changes due to these nonequilibrium states. For example, the
temperature dependence of the amplitude of the 90 meV probe energy response to a 1.5
eV pump energy[133], shows a strong correlation with the amplitude of the neutron
resonant spin excitation[139]. The resolutions of these fascinating mysteries promise a
rich new field of research that can bring considerable insight into non-thermal processes
in electronic oxides and possibly into the mechanism of HTS. For these experiments, it
seems that much could be answered if another probe, like tunneling, could be done on
such fast time scales (~10 psec) to-complement the optical data.

The eventual recombination and energy transfer to phonons has been addressed in
mm-wave absorption measurements that probe the reflectivity at a frequency of ~0.3
meV. The authors find relaxation times in the 10 sec range and intuit a more significant
bottleneck than LTS due to the unique properties of the'nodal quasiparticles. They also
suggest an analogy to the T relaxation process[140] found for He. The long relaxation
time means that the traditional nonequilibrium effects found in LTS, which have
addressed the effects of excess quasiparticle densities and/or branch imbalances between
electron-like and hole-like quasiparticles, should be observable in HTS. Such
nonequilibrium effects in high-temperature superconductors (HTS) comprise a research
area that is ready for exploitation.

Numerous effects of perturbations by tunnel-junction injection of quasiparticles
(unpaired electrons), microwave or optical illumination, etc. are readily observed in low
T¢ superconductors (LTS) and these have been understood in terms of electron-phonon
scattering[137, 138]. This is consistent with the electron-phonon coupling mechanism
for these superconductors. Occasionally the effects of direct electron-electron (Coulomb)
scattering must also be considered. In HTS the situation is potentially much more
interesting for at least two reasons. The d-wave symmetry of the order parameter admits
a momentum-dependence to the quasiparticle energy spectrum and there are additional
spin and charge excitations that have been suggested as potential candidate bosons for the
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attractive interaction. The latter excitations are seen by neutron scattering and would be
expected to interact with quasiparticles. By studying the relaxation processes in
nonequilibrium it may be possible to address the importance of these excitations if their
effects on the relaxation of nonequilibrium quasiparticle distributions can be identified.

Nonequilibrium states are here classified as those states for which the quasiparticle
(or, e.g., phonon) distribution exhibits an energy profile different from thermal
equilibrium. No matter how high the energy of the fundamental excitation process, in a
fairly short time the excess energy of the perturbation relaxes, predominantly, into a state
for s-wave superconductors in which it resonates between phonons of energy 2A and
quasiparticle$ of energy ~A. This is due to the high density of quasiparticle states near A
in the BCS density of states and it results in a bottleneck for the escape of the 2A
recombination phonons into the thermal bath since they are resonantly reabsorbed by the
high density of Cooper pairs. This increases the effective recombination time above the

- bare value (typically by one to two orders-of-magnitude).

The observations of many diverse nonequilibrium effects observed in low T¢
superconductors (LTS) benefit from the long time constants for the ultimate
recombination into Cooper pairs. This is due to the 2A-phonon bottleneck and the small
energy scale of A in LTS also contributes to a long bare recombination time due to the
small phase space available in the decay channel via phonons (density of phonon states
~0?). Nonequilibrium studies in LTS have discovered new effects, like energy gap
enhancement by microwave or tunnel-junction injection, branch or charge imbalance and
new applications, like weak-link Josephson devices, superconducting three-terminal
devices and particle detectors. See Ref. 9 for more complete reviews of these topics.
The greater richness of the interactions in HTS, together with the nonconventional order
parameter, large energy gap and the naturally layered structure can be anticipated to
provide additional phenomena and applications. Examples include the coupling of ac
Josephson oscillations to phonons or the possibility of terahertz oscillators enabled by the
coupling of coherent Josephson vortex flow in BSCCO to Josephson plasmons to produce
electromagnetic radiation. For instance, in the latter case, one can test predictions of the
occurrence of dynamically stabilized vortex configurations and the interaction with
Josephson vortices with Josephson plasmons. In addition, the large energy gap in HTS
cuprates make them attractive candidates to extend the frequency range of tunnel-
junction mixers beyond that of LTS junctions. Although energy gap enhancement, by
microwave illumination[141, 142] or tunnel junction injection[143], is well established in
LTS, the discovery of photoinduced superconductivity in underdoped cuprates is unique
and unexpected-—it produces substantial increases in T that are persistent[14].

The large A, in HTS, compared to LTS, may be expected to lead to shorter bare
recombination times, but under many circumstances nonequilibrium effects can still
occur. For example, the longer effective relaxation time due to resonant 2A-phonon
adsorption mentioned above is largely a geometrical escape factor that may be quite
similar[134] to that found in LTS. This resonant adsorption is usually referred to as
phonon trapping since the nonequilibrium perturbation energy must be converted into,
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and carried away by, phonons. Phonons can be expected to play that same role in HTS,
since, e.g., spin and charge excitations cannot leave the electronic system. But also, an
additional trapping mechanism may occur due to the nodes of the d-wave order
parameter. This proposed effect is the momentum-space analogy of the real-space
quasiparticle traps devised for LTS superconductive detectors[144]. In such detectors,
Cooper pairs in a large volume of superconductor (with a relatively large gap, A ) interact
strongly with incident irradiation to produce excess quasiparticles. The detector is
arranged so that the quasiparticles have a high probability of diffusing into an attached
superconductor with a smaller gap, A, before the energy escapes the system via phonons.
The smaller Aq results in a longer bare recombination time due to the smaller phase space
of phonons of energy w=2As. In addition, the excess energy of quasiparticles, ~A),
converts into a greater number of quasiparticles with E~Ag.

In a proposed relaxation mechanism, quasiparticles produced in the high-A regions
away from the nodes at the (r, 7) points would diffuse to traps in momentum space at the
lower energy states near the nodes. Several mechanisms can be envisioned, e.g., direct
scattering of quasiparticles by phonons or spin excitations and pair breaking into near-
nodal quasiparticle states by nonequilibrium phonons or spin excitations. The
interpretation of nonequilibrium data in these regimes could be connected to models for
the mechanism of HTS (see Chapter VII). It will be interesting to explore the relation of
the specific momenta of spin excitations with relaxation processes across the d-wave
Fermi surface. The multiplying factor upon energy degradation implies that a single 1.5
eV photon could create up to 4000 quasiparticles trapped at the nodal points with an
energy scale of ~4 K. As pointed out above, measurable recombination times in excess

of 106 sec have been reported in HTS.

The ease of fabrication of thin-film superconductor-insulator-superconductor tunnel
junctions was also a vital component of previous studies of LTS materials. Making
junctions with two HTS electrodes has proved much more difficult and most tunneling
studies have relied on point-contact or STM tunnel junctions. However significant
progress has been made using MBE growth of multilayers of HTS with lattice-matched
insulators as well as the internal junctions of BSCCO crystals offer another opportunity
that is unique to the HTS cuprates. In the latter case, it seems necessary to intercalate
molecules (e.g., iodine or mercury bromide) between the Bi-O bilayers to reduce the
current for injection near the energy gap, 2A, and avoid a significant weakening of the
superconducting state[145].

VII. Theory
1. Preamble
Since the discovery of high T. superconducting materials, there have been many ideas

put forth to explain their unusual and often perplexing physwa] properties. Here, rather
than attempting to survey the field, we offer three individual perspectives.
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2. Phenomenological Approach

a) Status.

The cuprates are highly correlated systems close to the Hubbard-Mott
antiferromagnetic insulating state. In the underdoped regime, pseudogap signatures{28]
go well beyond ordinary metallic behavior. Here we will limit the discussion to the
optimally doped case where Hubbard-Mott modifications may not be so severe. In this
case generalizations of techniques developed for ordinary superconductors may be
applicable with appropriate modifications and give valuable insight. For conventional
superconductors phonon structures in current-voltage characteristics of planar tunneling
were exploited to derive a complete picture of the electron-phonon spectral density
a’F(w) [146]. This function defines the kemels that enter the Eliashberg equations. The
theory accurately predicts (at the 10% level) the many deviations from universal BCS
laws which have been seen in a broad range of experiments[146]. Similar equations
suitably generalized to include d-wave symmetry[23, 147, 148] can lead to an equally
good understanding of the observed superconducting properties of optimally doped
YBCO. In this approach the general framework of a boson exchange mechanism is
retained with a boson exchange spectral density (denoted by I*x(®)), to be determined
from experimental data. In the high temperature oxides, rather than tunneling, including
STM, the technique of choice has so far been the infrared conductivity, from which one
can construct a model of I*x(w). [23, 147, 148] When applied to the conventional s-wave
case the method reproduces the tunneling derived model for a’F(w)[149, 150]. In the
oxides the optical scattering is dominated by a fluctuation spectrum which is largely
featureless and which extends over a large energy scale of order several hundred meV
(the order of J in the t-J model). Such a spectrum is expected in spin fluctuation theories
such as the nearly antiferromagnetic Fermi liquid (NAFL)[151, 152] or in the marginal
Fermi liquid (MFL)[153].

In the superconducting state a new phenomenon has been identified. One finds
increased scattering at some definite finite value of w associated with the growth of anew
optical resonance in the charge carrier boson spectral density, the energy of which (®,)
corresponds exactly to the energy of the spin resonance measured by inelastic neutron
scattering (when available). This correspondence does not prove, but provides support
for a spin fluctuation mechanism (rather than the MFL). Moreover the spectral density
derived from the infrared data, (at T. in optimally doped YBCO) shows a form
characterized by a spin fluctuation energy we [152]). This form is progressively modified
by the growth of the resonance at w, and attendant reduction of spectral weight at smaller
energies as the temperature is lowered below T.. The spectrum obtained depends on
temperature (through feedback effects due to the onset of superconductivity)[154, 155],
and leads to good agreement with observed properties of the superconducting state.
While the generalized (for d-wave) Eliashberg equations are not as firmly grounded in
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the basic microscopic theory as in the phonon case, they do offer a phenomenology
within which superconducting properties can be understood. These include the
condensation energy per copper atom, the fraction of total spectral weight which
condenses into Cooper pairs at T=0, the temperature dependence of the superfluid
density, the peak observed in microwave data as a function of temperature and its shift in
position with microwave frequency, the similar peak in the thermal conductivity, and the
frequency dependence of the infrared conductivity

b) Key Issues and Opportunities.

An impostant issul: for the future is to extend the calculations to the underdoped
regime. There is as yet no systematic quantification of pseudogap effects and
contradictory views exist as to their origin. In the preformed pair model[29] the
pseudogap and superconducting gap have a common origin with the superconducting
transition related to the onset of phase coherence. In the d-density wave model[156]
(DDW) a new order parameter competes with superconductivity. Another problem that
needs resolution is understanding the new ARPES data which have been interpreted as
giving strong signatures of phonon effects[157-159)]. The dressed quasiparticle energies
must also contain important renormalization due to the spin fluctuations. Certainly a pure
phonon model is incompatible with the infrared optical data. However, it is well known
that transport and quasiparticle scattering rates are different. In transport, backward
collisions assume additional importance in the depletion of current, as compared with
quasiparticle scattering. The quasiparticle electron-boson spectral density may have
important contributions from both phonons and spin fluctuations, while the transport
spectral density may be dominated by spin fluctuations. An important aim for the future
should be to achieve a common understandmg of ARPES, optical and tunneling data
simultaneously.

3. Numerical Studies of Hubbard and t-J Models
a Status.

Numerical studies of the high T. cuprate problem have been used to determine what
types of correlations are significant in specific models. They have shown that the 2D
Hubbard and t-J models exhibit antiferromagnetic[160, 161], striped domain wall[162],
and d, > pairing correlations[162-165]. The similarity of this behavior to the

phenomena observed in the cuprate materials support the notion that the Hubbard and t-J
models contain much of the essential physics of the cuprate problem.

This is really quite remarkable when one considers that these are basically two
parameter models involving U/t or J/t and the doping x = 1-n. Furthermore, boundary
conditions or added next-nearest-neighbor hopping terms can shift the nature of the
dominant correlations showing that the antiferromagnetic, stripe, and pairing correlations
are delicately balanced in these models, reminding us of the behavmr of the materials
themselves.’
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b) Key Issues and Opportunities.

While we have seen that many of the basic cuprate phenomena appear as properties of
these models, the interplay of the various correlations and the nature of the underlying
pairing mechanism remain open. Thus a key issue is to determine whether the underlying
physics is to be understood in terms of spin-charge separation[166, 167}, SO(5)
symmetry[130], stripes[168], spin-fluctuation exchange[169], or whether additional
phonon mediated interactions may play a supporting role[46, 170]. With the
understanding which has been gained and with further development of computational
techniques, we have the opportunity of addressing these issues. Here it is important to
realize that the seatch for the appropriate theotetical framework for understanding the
cuprates also includes seeking to determine what type of models (and ultimately
materials) are described by various scenarios. For example, we would like to understand
what types of strongly correlated models exhibit spin-charge separation or more generally
some type of fractionalization. Is there a sufficient temperature range for strongly
correlated 2-leg ladders to renormalize so that an SO(5) description is appropriate? Do
stripes suppress or enhance pairing? What role do phonons play and how is the electron-
phonon interaction affected by strong Coulomb interactions? What is the structure of the
phase diagram for these models? What new materials or material modifications will the
answers to these questions suggest?

It should also be noted that -theoretical progress in first-principles band theory
simulations of ARPES intensities in the high-T.’s has been made and the inclusion of the
electron-phonon and strong correlation effects in these simulations can advance the
interpretation of the data[171].

We are in a position to address these issues and we also have the opportunity to take
advantage of more than a decade and a half of advances driven by the cuprate discovery.
As part of this effort we need to continue the development of numerical techniques. We
should also work to establish closer connections to the electronic structure and quantum
chemistry communities for key information on the basic orbitals and effective parameters
that enter model descriptions of real materials.

4. Electronic Structure
a) Status.

The discovery of superconductivity in MgB, and the subsequent response by the
computational community demonstrated the remarkable progress that has been achieved
in first principles calculations for the electronic properties of conventional (phonon
mediated) superconductors. Indeed, o’F(w) can now be calculated accurately for fairly
complex materials using density functional methods. For example, first principles
evaluation of the electron-phonon interaction was used to calculate the superconducting
transition temperature of the simple hexagonal phase of Si under high pressure{172]. Not
only can the electron-phonon coupling be obtained, but also complete phonon dispersion
curves for the whole Brillouin Zone (BZ) are being calculated using perturbation theory
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(harmonic approximation). If anharmonic terms are important, frozen phonon
calculations yield total energies as a function of the relevant lattice distortions. Indeed,
structural phase transitions involving soft phonon modes are frequently analyzed via such
total energy calculations. While phonon frequencies and eigenvectors are needed to

evaluate azF(w), it is difficult to draw conclusions about superconductivity from phonon
dispersion curves. It is interesting however, that first principles calculations of phonons
in the cuprates have in general yielded good agreement with neutron scattering
experiments (see for example [173]and references therein).

When Local Density Approximation (LDA) calculations were unable to produce the
insulating antiferromagnetic state in the cuprate phase diagram[174), it became clear that
new approaches for dealing with correlation and moving beyond standard band structure
techniques were needed. The first of these new “band structure™ approaches, the

-LDA+U method, introduces a Hubbard U term into the LDA equations, affecting the
orbitals for which the correlations are strong[175]. The more recent LDA++, and
Dynamical Mean Field Theory (DMFT) methods make a more direct attack at calculating
the electron self-energy, X(k,0) [176-179). The computational resources for evaluating
the dynamics are demanding, and while good progress is being made, results have only
been obtained for prototype systems. Although there is not yet a satisfactory band
structure based technique for treating spin fluctuations when going from the Mott-
Hubbard insulating state to optimally doped high T. materials, straight forward band
structure calculations of the doped cuprates yield Fermi surface geometries in remarkably
good agreement with precise angle resolved photoemission experiments. Band structure
calculations have also been valuable in identifying the relevant orbitals and in estimating
values of the parameters that enter more phenomenological models.

b) Key Issues and Opportunities.

A key ingredient in solving the Eliashberg equation for phonon mediated
superconductivity is the simplification made possible by Migdal’s theorem. In exploring
other boson mechanisms with higher frequency spectra the role of the retarded Coulomb
interaction, p°, needs to be revisited[180]. It has been suggested that for vanadium the
effective u* is larger than expected because of the pair-breaking influence of spin
fluctuations[181]. In the one band Hubbard model it has also been argued that strong
correlations suppress the electron phonon coupling in o’F and transport quantities[182].
The recent angle resolved photoemission measurements which show mass
renormalization for bands passing through the Fermi energy may provide a quantitative
measure of the electron-phonon interaction for specific states[159]. A comparison with
first principles calculated values would be most interesting. -

There are many other questions, many identified in this document, which are now
being approached with model Hamiltonians. While electronic structure practitioners are
eager to participate in and learn from such studies, and to provide parameters and insights
where possible, there is a strong desire to develop the apparatus required for a real first
pnnciples treatment of the phenomena. There are many insights and ideas that need to be
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developed first. Perhaps the situation today is not so different than in the early 1960s
when the Fermi surface was considered exotic. The dividends from the investment in
physics of that perniod are the basis for what is now considered “routine” materials
science, with applications ranging from Stockpile Stewardship to material processing to
drug design. Solving the “high T. problem” will likewise result in valuable tools and
insights leading to future applications. ‘

VIII. Defects and Microstructure with an Eye to Applications

Crystal lattice defects and their organization on the scale of nanometers to
mic¢rometers (“microstructure” for short) play a vary significant role in the science and
technology of superconducting materials: [183-188] For one thing, defects are
unavoidable in the world of “real matenals,” and it is vital to characterize their nature and
distribution so as to understand their effects on superconductivity. It is also vital to
control the defect distribution in the polycrystalline, large-scale microstructure of
conductors since appropriate nanoscale defects are responsible for developing high
critical current densities, J., within grains. But planar defects, especially grain
boundaries, block grain-to-grain transmission of the current, dictating the geometry of
conductors because of the sensitivity of J. to strain defects, etc. Defects can also provide
insights into fundamental questions, e.g., the use of grain-boundary junctions in the
investigation of order-parameter symmetry in cuprate superconductors. HTS conductors
are available from several companies worldwide and have been used to demonstrate large
components of the electric power grid such as power cables, motors, transformers and
fault current limiters. Josephson-junction devices and other electronic devices based on
HTS technology are in an advancing state of commercial development. However, we are
still far from understanding or being able to optimize HTS matenal properties in the way
that we have learned to do for the workhorse conductor of LTS (Nb-Ti). The main point
is that our ability to adequately control defects and microstructures is still rudimentary.
Some of the remaining key issues derive from the anisotropic nature of the cuprates and
their low carrier density. These characteristics result in inadequate magnetic flux
pinning, percolative current flow past many interfacial barriers, inability to control the
phase state, and a general lack of materials control.

Extensive investigation of the cuprates has developed a firm understanding of
some of their microstructure-sensitive properties. First of all, it is painfully clear that
crystallographic texture and phase purity must be tightly controlled for high J. in
. cuprates. It also seems unavoidable that magnetic flux pinning at temperatures, above
about 30K, is inadequate in the present conductor material, Bi-2223. It is just too
anisotropic for magnetic field applications, though adequate for self-field use in power
cables at 77K. YBCO has much greater potential for applications in fields at 77K than
Bi-2223, because its mass anisotropy is about 7, rather than the ~100 of Bi-2223, even
though it’s T. is 92 K rather than the 110 K of Bi-2223. By contrast it has been quickly
established that MgB, has only a small anisotropy (values vary from about 2 to 7, though
with a greater weight on lower numbers) and that grain boundaries are not serious
obstacles to current flow. :Flux pinning also appears to be strong, leading to high critical
current densities in prototype wires. In many respects MgB, appears to be exactly what
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its 39 K T. suggests, intermediate in properties between LTS and HTS, benefiting in
particular from lower anisotropy and relatively insensitive to planar defects.

It is not surprising at all that understanding of defects in cuprate superconductors
is such a hard-won commodity, because these are very complex materials (the most
practically important material, Bi-2223 (Bi,Pb),;Sr2Ca;Cu30,0.x) forms a 7-component
system when embedded in Ag). The continued attention to grain boundaries and to the
search to understand flux-pinning defects has enhanced and will continue to increase our
knowledge of defects in complex oxides in a much wider context, e.g., the understanding
of defects in manganites, ferroelectric perovskites, etc. Continued investment in the
materials physics of defects in HTS materials is attractive, not just because of .the
implications for superconductivity technology

What, then, are some of the outstanding issues in this field and how can we solve
them? We need a new phenomenology, which combines the new physics of HTS with a
realistic description of defects and microstructure in these complex materials. At present,
almost all of the phenomenological discussion of the effects of defects and microstructure
on the superconducting properties of HTS materials is based on theoretical concepts
appropriate to s wave LTS. How do defects in HTS materials really interact with
correlated-electron phenomena, stripe-phases, and electronic phase separation? We will
not understand the answers to such questions without a basic theory of defects in complex
oxides that takes account of their complex electronic state and proximity to the metal
insulator transition.

Knowledge of lattice defects and microstructure in HTS materials is mostly
confined to YBCO (and other 123-structure cuprates) and to the 2212 and 2223 phases of
BSCCO. Why stick to these “old favorites?” To a very large degree, this reflects a
“tyranny of practicality and materials complexity,” which inhibits the development of a
wider knowledge needed to understand broader aspects of the materials physics of HTS
materials. Many HTS materials are much more complex to make and appropriate recipes
for “good sample” manufacture are lacking. It is believed that much might be learned
from infinite layer materials. For example, their structures are not neatly divisible into
charge reservoir and superconducting blocks. Since grain boundaries in HTS are
believed to be disruptive to current precisely because charge transfer to the conducting
cuprate planes is perturbed, their study in infinite layers might be particularly valuable.

Many issues involving magnetic flux pinning in HTS materials remain to be
clarified. Although much is known about the thermodynamics and phase-diagrams of
vortex matter in HTS materials, (see Chapter IV), much remains to be learned about the
elementary interactions between vortices and defects, e.g., the physics of the elementary
pinning forces, f,, for various types of defects and their systematic variation among
various cuprates. Furthermore, the knowledge of the behavior of defects, such as
dislocations and plastic flow in vortex lattices themselves, is mostly extrapolated from
the LTS case and almost certainly needs revision in such strongly anisotropic cases as Bi-
2223, where line vortices in LTS materials break up into largely, but not completely
disconnected pancake vortices. Experiments need to be designed specifically to
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illuminate the fundamental nature of defect-vortex interactions in HTS materials. These
would be particularly valuable when combined with parallel conductor development
activities. The intermediate nature of MgB, makes the nature of elementary pinning
forces, vortex-lattice elasticity and plasticity very interesting. Are these properties
fundamentally different or similar to those of NbsSn and other LTS intermetallic
compounds? Does the complex electronic band structure and anisotropy of MgB, make
1t’s flux-pinning fundamentally different from that in the A15 compounds?

, What is learned about the interactions between defects and correlated-electron

phenomena in HTS materials will pay dividends in a wider range of matenals, e.g.,
manganites, and phenomena, e.g., magnetism and metal-insulator transitions. In fact, the
interactions between defects and transport properties in the normal state of cuprates are
very poorly understood, too. A better understanding here would greatly improve the
ability to characterize the nature and concentration of defects in cuprates in a quantitative
manner.

There are many needs and opportunities in the science of defects and
microstructure of cuprates, in addition to the direct connection to superconductivity (e.g.,
flux-pinning and weak links). The latter provides the motivation for microstructural
control, but understanding of the basic materials science of defects and microstructure is
needed to exercise such control efficiently. Here, too, experiments and theory designed
to gain basic understanding that can couple to the activity driven by practical
considerations would be very valuable. For example, there is a considerable lack of
serious theory and modeling, as well as of basic experimental studies, of the
thermodynamics, kinetics, and mechanisms of nucleation and growth of epitaxial oxides
of relevance to coated conductors (including buffer layers, etc.), despite there being a
large amount of process development in this area. Understanding of the fundamentals of
phase formation in cuprate systems is sparse. There is also a serious need for quantitative
understanding of the elementary defects, such as point defects, dislocations, twin
boundaries, stacking faults, etc., which are the “elementary particles” of microstructure in
HTS phases. This, together with quantitative descriptions of microstructure and defect
chemistry, is needed to develop an adequate phenomenology of current transport and flux
pinning in HTS systems.

Another area of fundamental materials physics that is relatively unexplored for
HTS materials is that of mechanical properties, especially elasticity, anelasticity, and
fracture. There is a paucity of basic experimental data, and these complex materials
require theoretical methods more advanced than those needed for simpler matenals,
including ferroelasticity, non-linear and microcontinuum elasticity, and, models of non-
linear lattice statics and dynamics. Furthermore, an understanding of the coupling of
elastic strain fields to the superconductivity of HTS materials is needed to understand
interactions between defects and superconductivity, as well as to predict the behavior of
conductors in devices such as high field magnets where large stresses arise during device
operation.
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The quantitative description of HTS-based conductors also requires improved
methods of modeling the physical properties of composites, including mechanical,
thermal and electromagnetic properties. The latter is particularly challenging, involving
current and magnetic induction distributions in polycrystalline, defect-containing,
multiphase composites.

The discussion above indicates the great complexity of the defect physics and
microstructural science of HTS superconductors, which are both of fundamental interest
and of enormous relevance to practical applications. However, powerful instrumental
tools are available to help meet this challenge, especially modern transmission electron
mitroscopy and local scanning probe microscopiel; and spectroscopies. These tools now
permit the characterization of atomic and electronic structure, as well as elastic strain
fields, over length scales ranging from atomic resolution to micrometers. This affords an
unprecedented ability to obtain images and spectroscopy of atomic, charge, and strain
distributions, which will revolutionize our quantitative understanding of defects and
microstructure. The use of such instrumental tools, together with microscale
electromagnetic characterization, coupled with the development of HTS-appropriate
theoretical phenomenology, has the potential to yield important new insights into this
complex problem, with wider implications for many complex new materials of the future.
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bulk metals. Metal particulates (similar to those on the surfaces of
supported metal catalysts (Chapter 8)) constitute a type of metal
aggregate somewhere between high nuclearity metal clusters and bulk
metals.

There are families of metal cluster compounds (Fig. 6.37) containing
metal clusters surrounded by ligands (Lewis & Green, 1982). In small
cluster compounds, the electrons are paired, but in large clusters there
will be closely spaced electronic levels, as in metal particles, In such
clusters, quantum size effects would be expected. Benfield et al. (1982)
have found intrinsic paramagnetism in H,O0s,,(CO),, below
70K as expected of an osmium particle of approximate diameter of 10A;
the excess paramagnetism increases with cluster size in osmium
compounds (Johnson etal., 1985).

Metal cluster compounds simulate surface species produced by the
interaction of molecules with metal surfaces (Muetterties et al., 1979) and
this is of value in understanding heterogeneous catalysis. The develop-
ment of selective catalysts for the C, chemical industry employing CO
(and possibly CO,) as the raw material has resulted in major efforts in
metal cluster research. Criteria have been developed to distinguish
between cluster catalysis and mononuclear catalysis. Typical of the
catalysts investigated hitherto are (Ir4(CO)y, - (PPh,),] where Ph =
phenyl and x=1, 2 or 3.

6.7 Mixed-valence compounds

Chemical compounds consisting of an element (usually a metal)
in two different formal oxidation states are said to exhibit mixed valency.
Mixed-valence chemistry is as old as chemistry itself, some of the
well  known mixed-valence compounds being Prussian blue
(Fe,[Fe(CN)4];+14H,0), magnetite (Fe,0,), and heteropoly tungsten
and molybdenum blues. Mixed-valence chemistry, however, encom-
passes a large variety of solids with fascinating properties (Table 6.6)
formed by nearly a third of the elements in the periodic table, and there
has been a recent upsurge of interest in the subject (Day, 1981). Since
variable valency is a prerequisite for mixed valency, it is quite common
among the compounds of transition metals, Ce, Eu and Tb, as well as
some of the post-transition elements with stable ns? and ns® electronic
configurations such as Ga, Sn, Sb, T!, Pb and Bi. Most mixed-valency
compounds contain electronegative counterpart anions such as halides,
oxide, sulphide or molecular ligands containing electronegative atoms.
In order for a solid to be called a mixed-valence compound, we should be
able to assign definite oxidation states that differ by integral numbers
(one or at the most two units) to the element showing mixed valency.
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Fe; O, consisting of iron in the 2* and 3+ oxidation states, is a mixed-
valence compound, whereas the alloy Nb,Ge, where we cannot specify
the oxidation states of the constituents, is not. We should also make a
distinction between the mixed-valence compounds of the Fe,O, type
and valence-fluctuating systems such as Ce and SmS, where a fluctuation
in the electron configuration between 4/"and 4/"~'d' occurs (Falicov et
al, 1981). (see Section 2.2.7). Electronic properties associated with
J-electrons receiving much attention recently are those arising from
heavy fermion behaviour (e.8. CeCu,Si,, UPt,) wherein the carriers
exhibit large effective masses (Stewart, 1984),

In certain mixed-valence compounds, the presence of more than one
oxidation state can be recognized from the formula, as for example
Pb;0, and V,0,,_,, while in some others the formula indicates an
apparently integral oxidation state although the oxidation state is rather
unusual for the element in question. Typical examples of the latter
category are Sb,0,, BaBiO, and P{NH,),Cl,; experimental evidence
shows that we are not dealing with Sb(IV), Bi(IV) and Pt(III) states in
these compounds but with Sb(Ill, V), Bi(II1, V) and PYII,IV), and these
solids should indeed be formulated as Sb2*Sb**0,, BaBi3}Bi%0,

and [P{(NH,),12* [PtCI,]?". In all such systems, X-ray photoelectron

Table 6.6 Typical mixed-valence solids

Classification in the

Compound Robin-Day scheme Importance

Pb, O, Class 1 Red lead

§b,0, Class I Mineral cervantite

Fe,[Fe(CN)y], 14H,0 Class II Dye and pigment

(Prussian blue)

¥,02,4 Class 11 Semiconductor-metal
L transitions

Li,Ni, _,0 Class 1I Hopping semiconductor

La, -:3r,MnO, Class 11 Ferromagnetism

m.mw.__ -2Pb,0, Class I1I Superconductivity

LiTi, 0, Class 111 Superconductivity

K,PYCN),Br, ;4-3H,0 Class III Molecular metal;

Peierls instability

Na, WO, Class 111 Bronze lustre and
metallic at high x

M,Mo,S, . Class 111 Superconductivity

Fe S, Ferredoxins Class 111 Electron transfer

(enzymes)
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spectroscopy can readily identify the presence of mixed valeney (Rao er
al.. 1979).

Robio & Day (1967) bave proposed a classification of mixed-valence
compounds based on the valence delocalization coefficient, x, the
magnitude of which depends on the energy difference between the two
states MA"MP """ and M%~""M}", where A and B are two different
sites. When AE is large as in Pb, O,, « is small; such compounds belong
toclass I. If the two sites are similar but crystallographically distinguish-
able, the compounds are considered to belong to class I1. In class I1, «
becomes large and the two sites occupied by the mixed-valent cations are
identical. Properties associated with the different classes would be
different (Table 6.6). For example, in class I compounds, electron
hopping between the sites is not favoured since AE is large. In class I1I
compounds, on the other hand, the electrons would be delocalized. The
ligands which bridge the cations play a role in determining the
intervalence transfer; the greater the metal-ligand overlap, the higher
the probability of electron transfer (Mayoh & Day, 1972). In order to
describe the electron transfer in mixed-valence compounds properly, one
would have to consider the coupling between the electronic and
vibrational motions. Experimentally, the frequency of optical in-
tervalence transition gives an estimate of the energy required for
thermally activated electron transfer. The intensity of the optical
intervalence transition gives information on «. One of the most
characteristic features of mixed-valent class II compounds is the
structureless broad intervalence absorption band in the visible and
infrared. A vibrational coupling model has been developed to calculate
the absorption profiles (Picphoet al., 1978);a good example of analysis of
such absorption profiles is the recent study of (CH,NH,),Sb,Sn, _,Cl,
by Prassides & Day (1984). When the electrons are not completely
delocalized and they hop from site to site in marginal semiconductors,
the strength of interaction between the electrons and the lattice
(polarons) becomes an important factor.

Mixed valency occurs in minerals (e.g. Fe,Q,), metal—chain com-
pounds, dimers and oligomers and metal complexes, and even in organic
and biological systems (Brown, 1980; Day, 1981). Among the dimeric
and oligomeric metal complexes exhibiting mixed valency, the pyrazine-
bridged Ru (I, [1I) ammine complex,

7N\

[(NH,)sRu—N N—Ru(NH,),])%*

\—/
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synthesized by Creutz & Taube (1973). has received much
attention. The important question with regard to this family of
complexes is whether they belong to class II or III, With identical ligands
around each metal ion, the first impression is to consider the Creur--
Taube complex as belonging to class 111, Optical absorption shows an
intense band in the visible (550 nm), which is characteristic of Ru(Il). It
certainly supports the idea that a distinct Ru(lI) can be identified on the
time scale of optical transition (10~ 14g), However, the intervalence band
centred at ~ 1550 nm is insensitive to solvent effects and a bit too narrow
to be called a class II behaviour, XPS shows doublets in the core-level
Ru(3d) and (3p) spectra, indicating that the individual oxidation states
can be distinguished on this time scale (10~ !5 s) as well, Hush (1975) has
argued that the creation of core-hole by photoionization would relax the
system into a localized state even if it were originally delocalized ; core-
shell photoelectron spectroscopy therefore does not appear to provide
the means to determine the extent of localization or delocalization in the
valence shell. Infrared spectroscopy has shown that the NH; rocking
mode (800cm~!), Ru~NH, stretching mode (449¢m™!') and Ru-
pyrazine stretching mode (316 cm ~') of the Creutz-Taube complex-all

, occur at values intermediate between those of the corresponding Ru(II)

"and Ru(II) complexes. This has been taken as evidence that the valence
electron is delocalized in the time scale of infrared spectroscopy (10712
107'3). Results of the various measurements on this complex are
somewhat conflicting because of the different time scales; it appears that
the clectron-transfer rate is somewhere between 105-10'%s"'. Mixed
valency in compounds like La, - 5r,C00, (Rao etal., 1975, 1977) is
determined by rate of electron transfer and so by composition; that
i MoFe,0, and other solids resulting from fast electron transfer is
discussed (Ramdani et al., 1985).

In the metal—chain compounds, we can distinguish two types of
mixed valent systems, one where the chain is entirely composed of metal
atoms (class III)and the other in which the metal and the bridging ligand
alternate  (class II).  Wolfram's red salt, [Pt(C,H4NH,),]
[Pt(C;H;NH,),C1,]1-4H,0 is an example of the former, consisting of
PYII) and PY(IV) ions bridged by chloride ions. In KCP type of
mixed-valent compounds, mixed valency is achieved by partly oxidizing
the Pt ions to an average oxidation state (2 + x) with x~0.3. Partial
oxidation is accomplished by removing some of the cations as in
K, 2sP{CN)-1.5H,0 or by introducing  extra  anions
K;Pt(CN),Br, ,-3H, 0. Even the Hg chain compound Hg, _ AsF, (see
Section 4.9) is mixed-valent.
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Fe, O, has the inverse spinel structure, with all the Fe?* jons and half
of the Fe* ions located in octahedral sites (B sites) in the oxygen
network and the remaining half of the Fe?* jons located on tetrahedral
sites (A sites). It undergoes a ferrimagnetic~paramagnetic transition
around 850K and another transition around T, =123K (Verwey
transition). The material is a semiconductor both above and below the
Verwey transition. Some changes in properties have also been observed
near 200 K and 12 K, but these are not very significant, The properties of
Fe, O, in the region of the Verwey transition and above have been a
subject of great interest, and an entire issue of the Philosophical
Magazine (B42, No. 10, 1980) was devoted to the transition.

Detailed structural investigations employing neutron diffraction and
other techniques suggest that charge ordering of Fe?* and Fe®* ions
(and therefore the long-range order) is established below Ty. Cation
strings, a and b, run along the (110] and [110] directions respectively (on
alternate (001) planes). While three Fe2* jons in succession are followed
bya Fe** ion along one a chain, on an adjacent a chain three Fe®* ions
are followed by one Fe?*. In the b chain, cation ordering occurs with
a pair of Fe** ions followed by a pair of Fe?* ions in alternation.
Successive -b-a-b- planes are stacked, perpendicular to the ¢ axis,
in such a way that proximate cations in three successive planes are in
groups, forming hexagonal rings of alternate Fe?* and Fe®* ions. All the
cations along b strings are members of rings and only a quarter of the g-
string cations are involved in ring formation, The synchronous displace-
ment of three electrons to their nearest-neighbour position inside any
ring produces an interchange of Fe? * with Fe® *, A significant fraction of
hexagonal rings always exists in the ‘inverted’ charge configuration,
thereby randomizing charge along the b strings, but leaving three-
quarters of the a-chain constituents in an ordered arrangement below Ty.
This rationalizes earlier experimental findings that it is the a-plane
cations which order at low temperatures.

The existence of superstructure lines just above Ty in critical neutron
scattering and the detailed investigation of elastic and inelastic neutron
scattering show the existence of a soft mode with wave vector k = (00¢)
that ‘condenses’ at k = (004). Proceeding from one Fe?* (or from one
Fe®*)ion in the a plane at z = 4 to the corresponding position in the a
planeat z =2, one arrives at the complementary charge (namely, Fe?* or
Fe?*) respectively. One has to advance by twice the unit lattice distance
along c to duplicate the same ionic configuration at z = 4 that prevails
at z =¢. Formally, this corresponds to the existence of a charge-density
wave (with wave length 4 =2c) which couples strongly to the cor-
responding phonon mode with the same wave vector. At the transition,

the ordering of the charges (leading to the establishment of the CDW)

.
[ 4
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occurs simultaneously with a net atomic displacement that lowers the
symmetry.

Although the structural characterization of Fe, 0, near the Verwey
transition is fairly satisfactory, many finer details are not yetunderstood,
(Honig, 1982, 1986), including the actual structure of the low-
temperature phase (rhombohedral, orthorhombic, monoclinic or tri-
clinic). Electrical properties around Ty are also not fully characterized.
There is uncertainty regarding the nature of variation of conductivity
with temperature. It is not clear whether the itinerant character of charge
carriers assumed by some workers is valid. Most of the data on transport
properties seem to suggest a small polaron model. What is rather
puzzling is that the resistivity'decreases by two orders of magnitude at
Ty, accompanied by the loss of long-range order. Recent studies have
shown that the Verwey transition and the associated changes in
conductivity and heat capacity are very sensitive to oxygen stoi-
chiometry (Honig, 1986). -

There are several interesting families of inorganic mixed-valence
compounds that we have not discussed here (see Yvon,1979; McCarley,
1982). For example, there are metal-cluster compounds such as the
Chevrel phases, M,MogX,(X =S or Se) and condensed metal-cluster
chain compounds such as TIMo,Se;, TisTe,, NaMo,O, and M,Pt,0,.
TTF halides and TTF-TCNQ complexes (Section 1.9) constitute mole-
cular mixed-valent systems in which the mixed valency is associated with
an entire molecule; the charge on TTF in such compounds is non-
integral. The structure of TTF-Br, ;4 and such solids consists of stacks
of TTF molecules parallel to the c-axis. The Br~ ions arealsoarranged in
columns parallel to the c-axis. However, the repeat distances of the
cation (3.57 A) and anion (4.54 A) columns are different (Fig. 6.38). The
structure is incommensurate along the c-axis because the lattice
periodicities of the two subunits are not simple multiples (or fractions) of
one another. It is important to note that the periodicity of the TTF
sublattice is independent of stoichiometry, whereas that of the bromide
sublattice is stoichiometry dependent. Hence the charge transfer in the
salt can be expressed as f = 3.57/c(Br). Nonstoichiometric compositions
in the TTF~halide systems seem to be stabilized because of electrostatic
(Madelung) factors. Calculations show that the Madelung energy is
maximum around a halogen content of 0.7 to 0.8. Beyond this
composition, repulsion between like charges along the stacking axis
begins to dominate, decreasing the net binding energy. Optical absor-
ption shows a new peak around 0.7¢V in TTF -Bry 4. The peak, which
is not present in the spectra of stoichiometric salts, has been assigned to a
mixed-valence intrastack charge-transfer transition between a neutral
TTF and adjacent TTF*.



348 dtructure-property relations

The structure of HMTTF-TCNQ, a typical TTF-TCNQ-type
complex, is shown in Fig. 6.39. The segregated stacking in this structure
is a characteristic feature of the highly conducting organic charge-
transfer system of the TTF~-TCNQ family. In HMTTF-TCNQ
(HMTTF-hexamethylenetetrathiafulvalene), the separation between
donor molecules is 3.57 A while that between TCNQ molecules is 3.23 A
along the stacks. To make the anion and cation sublattices com-

Figure 6.38. Crystal structure of TTF-Br, 4. Projections (a) down the u-
axis and (b) down the b-axis. (After Torrance & Silverman, 1977))
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mensurate with each other, the molecules are stacked in a staggered
confliguration such that the normals to the molecular planes are not
parallel to the stacking axis but make an angle with it. The angles are
different for the donor and acceptor stacks; in the HMTTF-TCNQ
structure, the values are respectively 23,8° and 34.2°.

What makes the TTF-TCNQ family distinct from the other salts of
TCNQ with cations, such as alkali metals and tetramethylammonium, is

-~

Figure 6,39. Crystal structure of HMTTF-TCNQ. (a) Projection on the
plane perpendicular to the stacking axis and (b) projection on a plane
containing the stacking axis. (After Greene et al., 1976.)
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that the charge transfer, /, in the TTF-TCNQ family is incomplete (f < 1).
TTF-TCNQ members are also different from the TTF-halides; in the
TTF-halides, where the charge on each halide atom is unity, partial
charge transfer (mixed valency) is realized by the formation of non-
stoichiometric materials, while in the TTF-TCNQ family, the com-
position is stoichiometric (1:1), but mixed valence arises because of
partial electron-transfer.

Evidence for incomplete electron transfer (mixed valency) has come
from a number of physical studies. Optical absorption studies show a
low energy peak at 0.3 eV, which is not present in insulating salts such as
K*(TCNQ)~. Moreover, the absorption is polarized parallel to the
stack axis. The absorption is therefore clearly due to mixed-valence
intrastack electronic transition. TTF-TCNQ undergoes a transition
from conducting to insulating state at 59K. This transition is
characterized by a subtle periodic modulation of the lattice due
to a coupling of the conduction electrons with the lattice (CDW).
This shows up in the form of satellite reflections surrounding the
Bragg peaks in the diffraction experiment. Because the structure
is sinusoidally modulated, the Bragg peaks caused by the average
structure remain essentially unchanged. Since the satellite peaks are the
result of interaction between conduction electrons and the lattice, their
positions are determined by the extent of charge transfer f; a value of
J=0.59 has been obtained for TTF-TCNQ from the diffraction satel-
lites. A comparison of charge transfer in a variety of TCNQ salts with
the reduction potential of cations shows that only those cations with a
reduction potential E, = 0.0 to 0.5V vs. SCE lead to mixed-valence or
incomplete transfer (Torrance, 1979) When the potential is too high
(perylene, pyrene, anthracene etc.), there is no charge transfer and when
it is too low, the transfer is complete.

The eflect of fon the conductivity of TCNQ salts can be visualized as
follows: for electrical conduction to occur, electrons must move from
one TCNQ to another. When the charge transfer is complete, the process
can be represented as

TCNQ™ + TCNQ ™ — TCNQ"® + TCNQ?~

which involves creation of a dianion. Understandably the energy
involved would be prohibitive and hence' TCNQ salts with f=1 are
insulators, In the mixed-valence salts, the electrons can move easily
along the stack by the process, TCNQ~ + TCNQ®* — TCNQ° +
TCNQ™, which does not require creation of dianions. This localized
picture is, however, only qualitative. A more accurate description would
involve the band model. The relation between mixed-valence and
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electrical properties is seen in HMTTF-TCNQ and HMTTF-
TCNQF,. Bothare isostructural but HMTTF-TCNQ is metallic, while
the tetrafluoro-substituted TCNQ salt is semiconducting; the con-
ductivity of the latter is-about seven orders of magnitude less than the
former. This difference arises because TCNQF, is a much stronger
acceptor than TCNQ and hence the charge transfer is complete in
HMTTF-TCNQF,. :

6.8 Low-dimensional solids

Chemists are by and large preoccupied with three-dimensional
structures and most of ‘solid state chemistry deals with three-
dimensional solids. However, there has been increasing interest in
lower-dimensional solids which show spectacular anisotropy
in their properties. One is familiar with graphite that is metallic in
two dimensions and a semiconductor in the third dimension; the striking
directional differences in the properties of mica(sheet) and asbestos
(fibre) are common experience. The platinum chain compound KCP
referred to earlier reflects visible light and conducts clectricity like a
metal only in the chain direction. If one looks at a crystal of KCP witha
polaroid oriented so that the electric vector of the light is parallel to the
chain axis, it is highly reflecting and copper-coloured; if the polaroid is
turned through a right angle, it is pale yellow and transparent like any
other ionic crystal. The situation is similar with Wolfram’s red salt. Most
of the synthetic metals or molecular metals are low-dimensional solids;
many of the exotic materials being tried for superconductivity are also
low-dimensional (Keller 1975, 1977; Miller & Epstein, 1978; Hatfield,
1978; Alcacer, 1980; Miller, 1982).

Itis convenient to classify low-dimensional solids into two categories,
ehain (essentially one-dimensional) and layer (essentially two-
dimensional), Examples of the chain compounds are KCP and other Pt-
chain compounds, polymeric (SN),, polyacetylene, Hg, _,AsF s with Hg
chains, [(CH,),N]MnCl,, KCuF, and RbFeCl,. Examples of layer
compounds are graphite-related systems, Ta and Nb chalcogenides,
K;NiF,,(RNH,),MCl, and CoCl, (R = CH,etc., M = Cr, Mnetc.). We
shall briefly examine the magnetic, electrical and optical properties as
well as phase transitions of typical members of this extraordinary class of
materials. (Day, 1983; Subramanyam & Naik, 1985.) also see Phil. Trans.
Roy. Soc. London 1985, A314. .

In understanding the magnetic behaviour of solids it is necessary to
take into account not only the dimensionality of the lattice (1 to 3), but
also the dimensionality of the spin or of the order parameter (1 to 3),
which give rise to nine possible types of magnetic systems. In addition,

. . -
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. IPERATURE SUPERCONDUCTOR{)
C. N. R. Rao and A. K. Raychaudhuri

Tix following tables give propertics of a number of high temperature superconductors. Table 1 lists the crystal structure (space group and lattice
castants) and the critical transition temperature T, for the more important high temperature superconductors so far studied. Tablc 2 gives encrgy .
citical current density, and penctration depth in the superconducting state. Table 3 gives electrical and thermal propertics of some of these materials

ia the pormal state. The tables were prepared in November 1992 and updated in November 1994,
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Table 1

Structural Parameters and Approximate T, Values of High-Temperature Supérconductors

Material

# U LayCuOys
X La, Sr,(Ba,y,CuO,
3 1a,Ca; ,Sr,Cuy0f
* YBazol)07
5 YBa,Cu,04
¢ Y:BaCuOy5
% 7 BiSr;CuOq
¥ 8 BizCﬂSl'zOleg
# 7 BiCaySr;Cus0,0
%10 BiySriLn; Ce,)Cu0¢0
# (1 THBa,CuOg

¥ ¢y T,CaBa,Cu,04
¥ 33 T1,Ca,B2,Cuy0y9
" bof TI(BaLa)CuO;s
. 1§ THStLa)CuO;
xp (TlgsPby)Sr,CuO
R £7 TICaBa,Co,0,
3¢ o% (Tlo 5Pt 5)CaSe,Cu,0,
¥7T1S1;Y, s0ng 5000,
% 20 TIC»,;Ba,Cu,0;4
£ 3 (TlosPby 5)Sr,CarCus0y
12 TIBay(La,.,Ce,);Co05
2.3 Pb;Sr,Lag Cag sCu304
24 Po(Sr)L2),Cu;04
25’ (Pb.Cu)Sr,(La,Ca)Cu,0,

24 (Pb.Cu)(Sr.Bu)Eu,Ce)Cu;0,

» 2% Nd; ,Ce,CuO,
¥ 28 CaSr,Cu0O,
24 51,.Nd, 000,
% 30 Bay K, BiO;
% 31 RbCsCq
3 NdBa,(u,0,

Structure

Bmab;a=5355,b=5401,c=13.15A
4/mmm; a=3.779,c=1323 A
J4/mmm; a=3.825,c=1942 A
Pmmm; a = 3.821, b=3.885, c = 11.676 A
Ammm;a=384,b=387,c=2724A
Ammm; a=3.851,5=3.869,c=5029 A
Amaz;a=5362, b=5374,c=2462 A
Aja;a=5409,5=5420,c=3093 A
Ajya;a=539,b=540,c=37A
P4/mmm; a =3.888, c=1728 A
Ajta;a=15468,b=5472,c=23238A;

14/mmm; a = 3.866,c =23.239 A
J4/mmm; a = 3.855,c =29318 A
I4/mmm; a =385, c=359A
P4/mmm;a=3.83,c=9.55A
P4/mmm;a=37,c=94
P4/mmm; a =3.738,c=9.01 A
P4/mmm; a = 3.856,c = 12.754 A
P4/mmm; a=3.80,c=12.05 A
P4/mmm; a =3.80,c= 1210 A
P4/mmm; a =3.853,c=15913 A
P&mmm; a=3.81,c=1523 A
Mimmm;a=38,c=295A
Cmmm; a = 5435, b=5.463,c = 15817 A
P22,2;a=5.333,b=5.421,c = 12.609 A
P4/mmm; a = 3.820,c=11.826 A
l4/mmm; ¢ = 3.837,c=29.01 A
l4/mmm; a =395, c=12.07 A
P4/mmm; a=3.902,c=335A
P4/mmm; a=3.942,¢=3.393 A
Pm3m;a=4.287A

a=14493 A

Pmmm; a = 3.878, b=3.913, c= 11753

12-91

TJ/K (maximum value)

39
35
60
93
80
93
10
92
110

110

31
3
58
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‘ HIGH TEMPERATURE SUPERCONDUCTORS (continued)

Material

13 SmBaSrCu,0,
3% EuBaSrCu;0,
3$™ GdBaScCy,0,
3¢ DyBaSiCu,0,
37 HoBaSiCu,0,
38 ErBaSrCuy0, (multiphase)
%9 TmBaSrCu;0, (multiphase)
fO YBaScCu,0,
44| HgBaCuO,
& 42. HgBa,CaCu,0 (anncaled in 0,)
* 43 HgBa,Ca;Cu,04
*QU{‘I 58332013014010

Je (0): Critical current deasity extrapolated to 0 K

As: Penctration depth in a-b plane

kg: Boltzmann constant

Material

Y Ba;0|307
BiISIzCaQuOg
ThBayCaCu,04
La; S, Cu0,, x=0.15
Ndz,,Ce,Q.IO‘

&

Table 1
Structural Parameters and Approximate T, Values of High-Temperature Superconductors
(continued)

Structure T/K (maximum value)
Iﬂmmm;a=3.854.c=ll.62 84
M/mmom; a =3.845, c = 11 59 88
Mlmmm;a=3.849.c=ll.53 86 .
Pmmm; a=3.802, b=3.850, c = 11.56 90 ;
Pmmm; a=3.794, b=3.849, c = 1155 8
Promm; a=3.787, b= 3.846, c = 1154 82
Promm; a=3.784, 5 =3.849, c = 1155 88
Pmnun;a=3.803,b=3.842,c=ll.54 84
HM/mmm; e =3.878, ¢ =9.507 94
M/mmm; ¢ =3.862, c = 12.705 127
Pmmm; a =3.85,c = 15.85 133
Pmmm; a = 3.854, ¢ = 19.008 126

Table 2

Superconducting Properties
Eaergy gap (4)

Form 28, /k, T * 24,0k, T 1 10 x J_ (OVA e AJA
Single Crystal 5-6 45 30 (film) 1400
Single Crystal 89 5565 2 2700
Ceramic 6-7 4-6 10 (film, 80 K) 2000
Ceramic 7-9 46
Ceramic 8 45 0.2 (film)

° Obtained from peak to peak value,
! Obtained from fit to BCS-type relation.
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Synthesis and characterization of HgBa,Ca,,_ 1Cu,0,,,5, s
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Abstract

We have successfully prepared the first three members of the mercury-based superconducting compounds Hg-
Ba,Ca,_,Cu, 0,244 namely Hg-1201, Hg-1212 and Hg-1223 with high purity and very good quality. The influence of the
synthesis parameters is studied in detail. Using the sealed quartz tube method, very simple procedures are found 1o ensure a
100% reproducibility of ncarly 100% pure Hg-1201 and 85-90% Hg-1212 and Hg-1223. Oxygen annealing of the sample Hg-

1201 at 300°C for 18 h results in an enhancement of its critical
members is tetragonal with lattice parameters g — 3.8831(1)A, c=
tively. X-ray diffraction lines of Hg-1223 can be indexed in at

temperature up t0 97 K. The Symmetry of the first and second
9.5357(2) A, and a=3.8624(1 A, c=12.7045(2 ) A, respec-
etragonal cell with a=3.8564(1) A and c=1 5.8564(9) A as well

asin an orthorhombic cell with lattice parameters a=5.4537(1) A, b=5.4247(1) A, and c= 15.8505(7) A.

1. Introduction

Following the discovery of superconductivity with
T.=94K in the one-layer HgBa,CuO“, compound
(1), a variety of new mercury cuprates have been
synthesized (2~-10]. HgBa,CuO,,, ( Hg-1201) is the
fist mensher of the homologous series Hg-
Ba,Ca,_ 1Cu, 05,4246 The T oaset Of the first, second
and third members are 94 K, 127K and 134 K, re-
spectively. HgBa,Ca,_, Cu,0,,,,.5are isostructural
o the Tl based superconductors  TI-
Ba,Ca,_ 1Cu, 04,45 [11, 12] but unlike the thallium
compounds the mercury layers are heavily oxygen
deficient. The structure of the Hg based supercon-
ductors HgBa,Ca,, _ 1Cu,0,, 424 5can be described as
asequence of layers:

~[(Ba0).(HgOy),(BaO) (Cu0, j, -

* Corresponding author.

{(n-1)(Ca).(Cu0;),}](Ba0)...

in which blocks (BaO)c(HgO,),,(BaO)c having the
rock-salt structure and a thickness of about 5.5A al-
termate with blocks (Qu0;)o{(n—1) (Ca).(Cu0,),}
having a perovskite-like structure and an approxi-
mate thickness [4.00+(n—~1)x3.16] A. The sub-
scripts o and ¢ indicate if the cation is at the origin or
at the center of the mesh in cach layer. All Hg-1201
[13,14], Hg-1212 [3] and Hg-1223 [15] are found
to crystallize with symmetry of space group P4/
mmm. An orthorhombic symmetry was also pro-

posed by Meng et al. [16] for Hg-1223.

The rescarch conducted on the thallium-based
compounds showed that these materials offer a wide
variety of possible substitutions on the different sites
of their structures, Many compounds were prepared
having their 7 above 100 K_ As we mentioned above
many new mercury-related compounds were already
successfully synthesized with T, around 100 K. Fur-

0921-4534/94/307.00 © 1994 Elsevier Science B.V. All righs reserved
SSDI0921-4534(94)00460-9
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thermore, Chu et al, [17) found that under very high
pressures of about 150 kbar, the third member Hg-
1223 becomes superconducting at 153 X_ This resuly
Was confirmed by Nunez Regueiro et al, (18} who
showed that their Hg-1223 Samples if pressed tc 235

Tequired, one may speculate thag substituting some
clements by smaller ions could imitate the effect of
the high pressures and increase T, to much higher

(1) the high-pressure methods in which the decom-
position of HgO is slow, and
(2) the sealed quartz tube methods.

Several groups reported their success in preparing
samples of good quality using the sealed quartz tube
method. Using this method, many dassical synthesis
routes were employed. Meng et al. [16] reported the
synthesis of the mercury compounds (n=2 and 3)
using an original method in which the Hg vapor is
controlled by the insertion of precursor pellets in the
sealed quartz tube together with pellets of nominal
composition HgBa,Ca -0, 0, However, the syn-
thesis of the mercury compounds has proved to be
very delicate and requires g8ood control of all the dif-

ferent preparation procedures such as starting mate-

2. Experimental

Several methods were tried before we finally sy
ceeded in synlhcnzmg samples of high purity ag

method (mixing the high-purity oxides all together
and heating between 750°C and 850°C. The othe
Preparations were all based on the two-step methoc
i i Prepared  precursors of
BazCa,,_,Cu,,O,. The best precursors were those g},
tained by mixing Ba(NO,),, Ca0 and CuOin apprp-

650°C for 1-2 h, the lemperature is then in

t0 750°C and maintained for J.2 h before the tem-
perature js increased to 800-930°C. The sample s
heated at thjs temperature for 16-18 h before being
cooled down to room lemperature by turning the fur-

against possible explosion and then slowly heated (1-
3.5°C/min) to 800-950°C. The temperature was
maintained for 3 to 10 h before cooling slowly (1-
3.5°C/min.) 1o 20-600°C. The furnace was then
turned off,

The as-prepared samples were subjected 1o a heat-
ing treatment in 3 flowing gas of oxygen: the samples
were introduced into 5 preheated furnace at 300°C

d heated for a period of 18 h. The samples were
then pulled out and quenched to room temperature
in a dry box. Co

The samples were characterized using the X-ray
diffraction technique, the AC magnetic susceptibility
and the resistivity measurements. X-ray experiments
were performed op a “Philips 1830” diffractometer
with CuKq radiation and showed that the supercon-
ducting phases were the majority phases in all the
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samples prepared under the conditions described
above together with some impurity phases which may
be estimated to be in the order of 5-20%. These im-
purity phases are mainly CaHgO, and CaO. The AC
magnetic susceptibility measurements showed that
the samples prepared at temperatures above 900°C
and the samples heated for more than 10 h were not
superconducting. These experiments also showed
sharp transitions from the normal state to the super-
conducting state with AT_ in theorderor S K.

3. Results
3.1.Hg-1201

_ As the first member of the homologous series
HgBa,Ca,_1Cu, 0204245 Hg-1201 does not contain
calcium; its synthesis can be done very casily using
our procedures with very good quality and a sharp
superconducting transition. The precursor was first
heated at 750°C (1-2 h) and after the total decom-
position of the barium nitrate the iemperature was
raised to 900°C for 20 h before being pulled out and
quenched to room temperature in the dry box. Slow
cooling in the furnace gave the same good quality of
precursors. The resulting precursor was partially
melted and very well crystallized. An appropriate
amount of HgO was added 1o the precursor and pel-
letized. Pellets of both precursor (P) and non-re-
acted mixture of HgO + precursor (HBCCO) were
sealed together at a weight ratio (P/HBCCO) of 0.48
and slowly heated (3°C/min) to 810°C maintained
for 6 h, and then slowly cooled (3.5°C/min) to
575°C. The power was then shut off and the furnace
was naturally cooled to room temperature.

X-ray diffraction pattern of a Hg-1201 sample pre-
pared under these conditions is presented in Fig. 1
and shows that Hg-1201 is the majority phase
(>95%) and that the compound is nearly single
phased. The structure is tetragonal with the space
group P4/mmm, and there is no evidence of any kind
of special extinction. The refined cell parameters of
the as-synthesized sample are: a=3.8831(1) A and
c=9.5357(2) A. s

AC magnetic susceptibility and resistivity mea-
surements (Fig. 2) performed on Hg-1201 samples
show a sharp superconducting t:ansition and a zero
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Fig. 1. X-ray diffraction pattern of an as-prepared Hg-1201 sam-
ple. The lines are indexed in 2 tetragonal cell with lattice con-
stants a=3.8831(1) A and c=9.5357(2) A.
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Fig. 2. Resistivity measurements carricd out on a Hg-1201 sam-
ple. A sharp drop of the resistivity is observed at 94 K in the as-
synthesized sample, it increases up 10 97 K in the oxygen-an-
nealed sample (300°C, 18 h). AC magnetic measurements (real
and imaginary parts) are shown in the inset.

(1] 50

resistance at 94 K. Annealing the sample in O, at
300°C for 18 h results in an increase of its critical
temperature up 10 97 K. The curves presented in Fig.
2 show the resistivity measurements of the as-pre-
pared and the oxygen-annealed sample. The oxygen-
annealed samples were checked by X-ray diffraction
and found to be remaining intact with no sign of any
apparent change in the structure.

3.2. Hg-1212

With the introduction of the calcium into the
structure, the synthesis procedures become more del-
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icate and special care should be taken in the different
stages of the preparation.

Some groups have reported the successful synthe-
sis of Hg-1212 and Hg-1223 using the single-step
method [20-24]. However, their procedures in-
cluded the preparation of fresh oxides of BaO and
Ca0 and the isolation of the sample from the quartz
walls by wrapping the materials with a gold or silver
foil {21-23] or even by using alumina tubes to be
inserted in the quartz tubes [24). Our experiments
using this method were not successful probably be-
cause the samples were introduced in the quariz tubes
without wrapping. Unlike the preparations based on
the two-step method, the samples are rudely reacted
with the quartz even at temperature as Jow as 750°C
and the resulting materials were multi-colored pow-
ders with no sign of any homogeneity and particu-
larly no superconductivity.

Our Hg-1212 samples were prepared by repeating
the same procedures employed for the synthesis of
Hg-1201. The purity of the samples was estimated by
both the X-ray diffraction patterns and the AC mag-
netic-susceptibility measurements. We found that
samples prepared at temperatures between 825°C and
860°C contain not more than 65% of the supercon-
ducting phase Hg-1212. Table 1 shows the depen-
dence of the Hg-1212 volume percentage on the
preparation conditions. The best samples were ob-
tained by heating at relatively low temperature 790°C
for 10 h. X-ray diffraction pattern and the supercon-
ducting properties are shown in Figs. 3 and 4, respec-
tively. Hg-1212 is also tetragonal with lattice param-

Table 1
Selected experiments carried out for the preparation of Hg-1212.

clers a=3.8624(1) A and c=12.7045(2) A. The
T onser Of the as-prepared samples is between 110 K
and 120 K. Samples annealed in O; a1 300°C for 18
hhave their T,z increased upto 127 K.

3.3. Hg-1223

Ba,Ca,Cu,0, precursors were prepared by heating
the starting materials at 935°C for 7 h. Details are in
the experimental section. The first preparations based
on these precursors were partially successful as we
were able 10 obtain a superconducting volume in the
order of 60%. However, the superconducting phase
was Hg-1212 rather than Hg-1223 (according to the
X-ray diffraction patterns). Table 2 shows two sets
of experiments with detailed synthesis conditions of
Hg-1212 from norminal 1223 composition. The up-
per part of the table concerns the preparations in
which the weight ratio P/HBCCO =0, The intro-
duced pellets were only those with the nominal com-
position HgBa,Ca,Cu;0, assuming that the pre-
pared precursors had their initial composition. The
mercury oxide was added in excess 1o the stoichio-
metric formula in order to compensate the loss re-
sulting from its reaction with the quartz tube. In the
lower part of the table are presented the experiments
of the Hg controlled vapor by using the method de-
scribed in the experimental section with the weight
ratio P/HBCCO> 0. In these preparations the esti-
mated superconducting volume (Hg-1212) is rang-
ing between 0 and 60%. These estimations are based
on the X-ray diffraction patterns which also showed

The nominal composition of the precursors used in these experiments

is Ba;CaCu,0;. Column 2 gives the weight ratio Precutsor/HgBa,CaCu,O,

Name Weight Heating rate Cooling rate Temp. Time Hg-1212

- - ratio - (°C/min) (°C/min) (°C) (h) vol. (%)
ch26 0.386 3 2-565°C 825 6 65
ch27 0.412 3 24565°C 845 8 65
ch28 0.388 2.5 . 1-+515°C 860 s 25
ch30 0.257 3 2-515°C 835 6 65
ch3l 0.184 3 2-515°C 835 6 65
ch32 0.314 3 24515°C 835 6 65
ch33 0.398 2 1-+565°C 835 6 55
ch34 0.325 2 1-+565°C 835 6 50
ch3s 0.410 3 2-565°C 790 10 85
ch36 0.210 3 2-565°C 790 10 25
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Fig. 3. X-ray diffraction pattern of an as-prepared Hg-1212 sam-
ple. The diffraction lines are indexed in a tetragonal cell with the
attice parameters a=3.8624(1) A and c=12.7045(2) A.
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Fig. 4. Resistivity measurements of a sample Hg-1212. The fig-
ure shows clearly the increase of the T gau from 117 K (as-syn-
thesized sample) to 127 K (oxygen-anncaled sample ). The inset
shows the AC magnetic measurements (real and imaginary parts)
performed on an oxygen-anncaled sample.

that the impurity phases are CaHgO, and CaO, with
traces of a weak unknown phase. It is clear from the
1able that the formation of the superconducting phase
is favored by the presence of the precursor pellets. The
highest superconducting volume is obtained when
heating to temperatures close to 850°C. At 870°C the
sample (ch11) is still superconducting but with a de-
creased volume down to 40% and the sample is par-
tially melted, indicating that preparations above this
temperature could not be carried out successfully.
This work was carried out simultaneously with at-
tempts to synthesize the fourth member of the mer-

cury-based series, namely Hg-1234. The first results

showed that the superconducting phase obtained with
precursors assumed to be Ba;Ca;Cu,0, (234) was

Hg-1223. By consequence, we started a new series of
experiments based on the 234 precursors for the syn-
thesis of Hg-1223.

Nominal Hg,Ba,Ca;Cu,0, pellets and
Ba,Ca;Cu 0, pellets were sealed together and treated
as described in Table 3. Very good Hg-1223 samples
with a volume =90% were obtained with tempera-
tures between 870°C and 885°C. The samples pre-
pared at 900°C were partially melted and presented
only 3010 40% superconducting volume (samples ch2
and ch5), a longer reaction time at this temperature
results in the destruction of the superconducting phase
(sample ch19). The reproducibility of the Hg-1223
phase using these procedures is 100%. Using precur-
sors obtained from different batches and following the
same conditions given in Table 3 gave 90% Hg-1223
at each time. Together with the superconducting pel-
lets were found drops of mercury inside the closed

'quartz tube.

X-ray diffraction pattern is given in Fig. 5 which
shows the good quality of our Hg-1223 sample. Based
on the tetragonal symmetry {4,15] of space group P4/
mmm, the refined lattice parameters were found to
bea=3.8564(1) A and c=15.8564(9) A. During in-
dexing the diffraction pattern we found that many
peaks were doubled and cannot all be indexed in the
tetragonal symmetry, indicating that the symmetry
might be orthorhombic. Refinements in an ortho-
rhombic cell were equally successful and the doubled
strong lines were all indexed in a unit cell of lattice
parameters a=5.4537(1) A, b=5.4247(1) A and
c=15.8505(7) A.

The AC magnetic susceptibility an the resistivity
measurements for a Hg-1223 phasic sample are given
in Fig. 6. The T oot is around 105 K for the as-pre-
pared samples. A T,on.q Of 135 K can be easily ob-
tained by following the same annealing treatment
performed on Hg-1201 and Hg-1212 (O,, 300°C, 18
h). The resistivity measurement shows a sharp tran-
sition at 135 K and a zero resistance is achieved
around 134 K.

4. Discussion

As we stated above, the preparation of Hg-1201,
Hg-1212, and Hg-1223 was carried out using the
sealed quartz tube method. The insertion of
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; Table 2
: Selected preparation conditions of samples in the phase-formation experiments. The resultant superconducting phase is Hg-1212, and -
[ the nominal composition of the precursors is Ba;Ca,Cu;0,. Column 2 gives the weight ratio chutsor/Hg.Ba,Ca,Cu,o, where x=1 for
F23 i the preparation marked with an asterisk and x=1.5 for all the other preparations
P ¢
%_’ i Name Weight Heating rate Cooling rate Temp. Time Hg-1212
g : ratio (*C/min) (*C/min) (°C) (h) vol. (%)
o Hgi* 0 4 L.5—room temp. 800 8 0
H Hg2 0 30 power shut off 850 7 7
i Hg3 0 preheated furnace power shut of 750 7 2
4 hgl2 0 1.5 power shut ofl 860 8 6
’ hglé 0 3s power shut off 850 5 10
i hgll 0.33 45 power shut off . 850 5 55
i hgi3 0.35 45 power shut off 850 5 55
hgl4 0.50 s power shut off’ 830 5 50
hgls 0.40 2.5 power shut off’ 850 s 55
hgl? 0.26 25 power shut off’ 850 8 65
chll 0.40 s power shut off 870 ) 40
Table 3

Selected experiments carried out for the preparation of Hg-1223. The nominal composition of the precursors used in these experiments
is Ba;CayCu,0,. Column 2 gives the weight ratio Prccursor/Hg,Ba,Ca,Cu‘O, where x=1.5 for the preparations marked with an asterisk
and =1.0for all the other preparations

Name Weight Heating rate Cooling rate Temp. Time Hg-1223

ratio (*C/min) (*C/min) (*C) (h) vol. (%)
ch14 0 LS 1.0~ room temp. 870 s 50
ch10 0.40 35 2.5-600°C 870 s %
ch1s 0.40 3.5 2.5-+600°C 870 s 90
chl6 0.40 35 2.5-600°C 870 s 9
chi3 0.40 3.5 1.5-550°C 870 s 90
£ chl7 0.40 35 2.5-600°C 880 8 90
g ch18 0.38 3.5 2.5~ room temp. 885 s 90
oy | chi9 0.49 1.0 1.0~ room temp. 900 10 0
Ci ch4* 0.41 25 power thut off 880 10 0
1 hgl* 0.39 25 power shut off 870 8 - 65
7} hg3* 035 25 . power shut of 900 s 40
Y ch2* 0.40 25 2.5-+140°C 900 10 40
ch3* 0.42 25 power shut off 950 3 0
chs* 0.40 1.0 power shut off 900 3 30

Ba,Ca,,_.Cu,,O, pellets (P) together with Hg- of CuO and its related compounds. One may specu-
- ‘Ba,Cé,._,Cu,,O,- pellets (HBCCO) in the sealed late that the copper and the mercury cations are
quartz tubes suggests that the total amount of the ma- mixed. The substitution of Cu for 8% Hg was ob-
terial inside the tube is mercury deficient. Surpris- served by Wagner et al. [13] in their Hg-1201 sam-

ingly, drops of mercury were observed in almost all Ple. As a consequence, they found additional extra
the experiments. The formation of Hg-1212 instead oxygen atoms on the edges of the mercury layer (},

formation of Hg-1223 instead of Hg-1234 from nom- atomsat (4, {,0). In the first, second, third and fifth
inal 1234 composition mean that there are some cal- member of the mercury-based series the mercury at-
cium and copper lefi. CaHgO, was observed as the oms are found to have an unusually high temperature
major impurity phase and there are negligible traces factor [ 14,1 5,25-27]. This can be reduced to a more
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Fig. 5. X-ray diffraction pattern of an as-prepared Hg-1223 sam-
ple. The diffraction lines are indexed in both tetragonal cell with ’
lattice constants a=3.8564(1) A and ¢=15.8565(9) A and or-
thorhombic cell (in parentheses) with lattice constants
2=5.4537(1) A, b=5.4247(1) A and c=15.8505(7) A. The in-
set shows the splitting of the line (11 0) (tetragonal symmetry)
into two lines, 200 and 0 20 (orthorhombic symmetry).
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Fig. 6. Resistivity measurements carried out on both as-synthe-
sized and oxygen-annealed Hg-1223 samples. The Teousa (origi-
nally 105 K) is increased up to 135 K. The curve shows a sharp
transition around 135 K with a zero resistance at about 134 K.
The real and imaginary parts of the AC magnetic-susceptibility
measurements carried out on an oxygen-annealed sample are
shown in the inset.

reasonable value by mixing the mercury cations with
atoms like copper for example. This possibility was
investigated but not proved. The successful prepara-
tion of nearly *“100%” pure Hg-1201 samples using
our method where the mercury cations enclosed in
the quartz tube present only 0.57 mole to 1 mole of
the precursor Ba,CuO; . confirms that the mixing of
Cu and Hg is very possible. The increase of Teonsr
(97 K)) might be due to this mixing. However, this
conclusion must be interpreted with some caution. A

molar ratio Hg/Cu of 0.57 seems to be rather small
compared to 0.85 found by Wagner et al.. Even though
our sample looks pure using the X-ray diffraction
technique, it might not really be the case. An unde-
tectable (by X-rays) amorphous Ba-Cu-O sub-
stance could exist in the powder as well. Such obser-
vation was reported by Dolhert et al. {28] who
studied the low detectability of excess yttrium and
barium in YBa,Cu,0, by X-ray diffraction. Thus the
X-ray “pure” sample may not be actually very pure.
However, the formation of (Hg,
Cu)Ba,Ca,_;Cu,0;,+2+515 possible and seems to be
dependent on the preparation conditions. More de-
tails need 10 be studied. As the X-rays are not t0o sen-
sitive to the oxygen anions, neutron experiments are
needed to determine the value of the extra oxygen at-
oms and their location and to confinm the occupancy
of the mercury sites and also to investigate the possi-
bility of any change in the structure.

Our Hg-1223 phase is very likely to be orthorhom-
bic. The orthorhombicity of our samples is observed
by the splitting of some of the X-ray diffraction lines.
The possibility of the coexistence of two phases with
very high rate of overlapped lines would suggest that
these two phases are both members of the mercury-
based series and by consequence we must be able to
observe at least two well-defined superconducting
transitions in our measurements. As this was not the
case and as the lines (00/) are singles and not split
we may conclude that our Hg-1223 phase is ortho-
rhombic. The refined cell parameters are in good
agreement with those reported by Meng et al. [16)
and Huang et al. [29] for their orthorhombic samples.
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The third (Hg-1223) and the fourth (Hg-1234) members of the recently-discovered homologous series Hg-
Ba,Ca,_ 1Cu, 02,4244 have been synthesized by solid state reaction, carried out at 950°C under SO kbar at different anncaling
times. These phases have a tetragonal cell with lattice parameters: a=3.8532(6) A, ¢=15.818(2) A and a=3.8540(3) A,
c=19.006(3) A, respectively. The ¢ parameters are in agreement with the formula ¢z 9.5+ 3.2(n—1). Ekectron microscopy study
showed similar lattice parameters as well as the occurrence of different intergrowths and stacking faults. A periodicity of 22 A has
also been detected, which may be attributed to the existence of the Hg-1245 phase. EDS analysis data of several grains of Hg-1223
and Hg-1234 are in agreement with the proposed chemical formulae. AC susceptibility measurements show that an increase of
the superconducting transition temperature with ain the HgBa,Ca, _,Cu,0,. 1., 5 Scries oocurs till the third member, after which

a saturation seems 1o be achieved.

1. Introduction

Superconductivity at about 94 K and well above
120 K has been recently reported for HgBa,CuOy,,
(Hg-1201) [1] and HgBa,CaCu,0q,s (Hg-1212)
[2], respectively. These phases are the first and the
second members of the Hg-based homologous series
of layered Cu mixed oxides. Their structures contain
rock-salt-like slabs, such as (BaO) (HgO;) (BaO) al-
ternating with either one (CuO,) layer in the former
or an anion-deficient perovskite-like slab, such as
(CuQ,3(CaB)(Cu0,), in theé latter. A supercon-
ducting transition temperature as high as 133 K has
been reported for a multiphasic sample in the Hg-
Ba-Ca-Cu-O system by Schilling et al. [4]. These
authors could not identify by X-ray diffraction the
phases responsible for the superconductivity at this
temperature, but proved by high resolution electron
microscopy that the sample contained the Hg-1212
and Hg-1223 phases as well as different inter-
growths. Putilin et al. [2] showed that in the sample

containing Hg-1212 as the majority phase, a small
drop on the AC susceptibility curve versus 7T oc-
curred at about 132 K which could be attributed to
the third member of the Hg-bearing series.

Putilin et al. also showed [2] that it was possible
to synthesize the Hg-1212 phase, practically in pure
form, under high pressure (40-60 kbar) and at
800°C for about 1 h. The high pressure synthesis al-
lows one to lower the mercury oxide decomposition.
This decomposition occurs at ambient pressure at a
temperature at which the reactivity of the other com-
ponents is very low. It was suggested that the same
technique could be used for obtaining the higher
members of the series. We found that the reactions
have to be carried out at higher temperatures
(950°C) and for longer annealing times. The same
occurs for the higher members of the Bi- or Tl-based
Cu oxide series, which are formed by the formation,
at the initial stages of the reaction, of the lower mem-
bers of the corresponding families. We report herein_
the synthesis and characterization of the Hg:

0921-4534/93/306.00 © 1993 Elsevier Science Publishers B.V. All nghts reserved.
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Ba,Ca,Cu,0,,, ( Hg-1223) and HgBa,Ca;Cu,0,,,,
(Hg-1234) phases. The reactions were carried out in
a belt-type apparatus under high pressure (50 kbar)
at 950°C for 3 and 3.5h, respectively.

2. Synthesis and characterization by X-ray and
EDS analysis

Powder samples containing  the Hg-
Ba,Ca,Cu,0, +sand HgBa 2C2;Cu,0, 0, 4 phases were
obtained by high-pressure and high-temperature re-
actions using the belt-type apparatus of the Labor-
atoire de Cristallographie. A precursor with the
nominal composition Ba,Ca,Cu;0, was prepared by
mixing high-purity nitrates: Ba(NO,), (Aldrich,
>99%), Ca(NO,), 4H,0 ( Normapur Prolabo, an-
alytical reagent) and Cu(NO;,), 3H,0 (Strem
Chemical Inc., 99.5%). The mixture thus obtained
was initially heated at 600°C in air for 12 h, then
regrinded and annealed at 925°C for 72 h in an ox-
ygen flow with three intermediate regrindings. Then,
the stoichiometric amount of yellow HgOQ (Aldrich,
>99%) was added and the mixture was thoroughly
grounded in an agate mortar and sealed in a Pt cap-
sule specific for high pressure synthesis. Various
lemperatures and annealing times at 3 pressure of 50
kbar were tried in order to obtain the Hg-1223 and
Hg-1234 phases. In these experiments the pressure
was first increased to 50 kbar, subsequently the tem-
Perature was raised 10 the desired value during 1 h,
then the temperature and the pressure were kept

The samples were studied by X-ray powder dif-
fraction, performed with a Guinier focusing camera
and Fe Ka radiation ( 1.93730 A). Finely powdereq
silicon (a=5.43088 A at 25°C) was used as an in-
ternal standard. The intensities of the reflections were
evaluated by an automatic film scanner. The SCAN3
and SCANPI programs were used for processing the
data [5].

The phase HgBaIC32Cu,O“, was present in the
sample synthesized at 950°C for 3 & (sample I) to-
gether with a smaller amount of Hg-1212, CaO and
CuO. and traces of CaHgO, [6] and of an unknown
phase whose intensities were less than 4%, The X-ray

diffraction pattern of sample I afier background sub-
straction is shown in fig. 1. The 20 reflections cor.
responding to Hg-1223 were indexed op a letragonal
cell with lattice parameters a=3.8532(6) A,
c=15.818(2) A. The characteristic 00] reflection js
shown in the insert. No systematic absences were ob-
served, leading 10 $pace group P4/mmm and one
formula per unit cell. The measured value of the ¢
Parameter of Hg-1223 corresponded to the expected
value calculated by the formula cx 9.543.2(n-1 )
with n=3 (). .

A scanning electron microscope JEOL 840A
equipped with an energy-dispersive spectroscopy
(EDS) attachment was used for the analysis of the
cation composition of the two prepared samples. Ko-
lines were used for the analysis of the Ca and Cu ca;-
ions, and Lo-lines for the Ba and Hg ones. EDS anal.
ysis of several well crystallized and flat grains showed
that besides Hg, Ba, Ca, Cuand 0 no other elemeny
Was present in the samples. The average metal ratio
found for four grains was
Hg:Ba:Ca:Cu=l3(2):24(l):26(]):38(1), with
standard deviations between parentheses. The cat-
ion stoichiometry is in 8ood agreement with the ex-
pected formula of the Hg-1223 phase.

The lattice parameters of Hg-1212 refineqd from
ten reflections (a=3.859(4) &, c= 12.68(2) A) are
in agreement with the data of Putilin ef al. [2]. In
should be noted that there is severe overlapping be-
tween the hkO reflections of the Hg-1212 and those
of the Hg-1223 phases. Moreover, the hk4 reflections
of Hg-1212 overlap with the ik$ reflections of Hg-
1223. These overlappings did not allow us to deter-
mine all the intensities of the two phases. However,
the ratio of the intensities of the strongest lines for
Hg-1212 (102 and 103) and Hg-1223 (103 and 104)
shows clearly that the Hg-1223 is the predominant
phase in sample I (fig. 1).

The presence in sample I of the lower member to-
gether with the initial oxides, CuO and CaO0, ob-
viously indicates that the formation of Hg-1223 was
not complete after a 3 b annealing period. The syn-
thesis carried out at 900°C for 2 h led to the for-
mation of Hg-1212 which was found to be the main
phase in the sample together with the starting com-
pounds. These data show that the formation of
Hg-1223 occurs through the synthesis of the lower
members of the series. The increase of the annealing
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Fig. 1. X-ray powder pattern for sample 1. Indexed XRD intensities correspond to Hg-1223 and Hg-1212 (underline). Impurities of CaO,
CuO. CaHgO, and an unknown phase are marked by (°). The inset displays the characteristic i intensity of 001 for Hg-1223.

time up to 3.5 and 4 h at 950°C and the same pres-
sure led 1o the expected disappearence of Hg-1212 as
well as of CaO. In these samples the formation of a
new phase was detected. Its amount was relatively
high (more than 50%) in samples annealed for 3.5
h (sample II). A total of 17 reflections of this phase
were indexed on a tetragonal cell with lattice param-
cters a=3.8540(3) A, c=19.006(3) A. As for Hg-
1223 no systematic absences were observed, leading
1o space group P4/mmm. Similar parameters were
found by electron diffraction (see below). The ¢ pa-
rameters of this phase corresponded to the value cal-
culated from the formula ¢=9.5+3.2(n~1) for
n=4. This strongly suggested that the new phase was
the fourth member of the Hg-based series: Hg-
Ba,Ca;Cu, 0,04 s The approximate cations ratio de-
termined by EDS analysis of five well-crystallized and
flal grains was Hg:Ba:Ca:Cu=
9(1):18(1):29(2):44(2). These data are in good
agreement with the proposed formula for the new
compound. i

Besides Hg-1234 as the main phase, a smaller
amount of Hg-1223 was present in sample II to-
gether with small amounts of CuO and of an un-
known phase. This unknown phase was predomi-
nant in a sample treated for 5 h in the same
conditions which did not contain any member of the
Hg-based series and did not exhibit any supercon-
ductivity. The presence of the latter oxides can be
explained as a result of the decomposition of Hg-1223
and the formation of Hg-1234. Hg-1212 was absent
in this sample as well as in that annealed for 4 h. The
X-ray diffraction pattern of sample Ii after back-
ground subtraction is shown in fig. 2. The ratio of
the main intensities for both Hg-based layered cu-
prates, 104 for Hg-1223 and 105 for Hg-1234, shows
that the latter was the main phase in this sample. As
for sample I the overlapping of k0 reflections for
both phases occurs because of the similarity of the
two a parameters. Moreover, the k6 reflections of
Hg-1234 are overlapped with the hk5 ones of Hg-
1223,
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Fig. 2. X-ray powder pattern for sample I1. Indexed XRD intensities correspond to Hg-1234 (bold ) and Hg-1223. Impurities of CuO

and an unknown phase are marked by (°).
3. Electron microscopy

The I and II samples were studied by electron mi-
croscopy. A suspension of crystals in acetone was
grounded in an agate mortar. The crystallites were
recovered from the suspension on a porous carbon
film. A Philips EM 400T operating at 120 kV was
used.

Figure 3 (a) and (b) shows two diffraction pat-
terns obtained for sampl¢ I corresponding to the
(001] and the (110) zone axes of the Hg-
Ba,Ca,Cu;04, s (Hg-1223) phase, respectively. In
both cases, the diffraction spots are sharp, which in-
dicates that the crystal is well ordered. In fig. 3(b),
one can notice a modulation of the infensity of the
diffraction spots along the c*-axis, with maxima for
hkl reflections with /=5n (n=0, 1, 2, ...). On the mi-
crograph (fig. 3(c)) corresponding to the diffrac-
tion pattern shown in fig. 3(b), one can see the very

regular periodicity of the fringes separated by 15.8
A During the observation under the electron beam,
dark spots appeared near the edge of the crystal,
probably due to the decomposition of the crystal.

Some diffraction patterns obtained for other crys-
tals present diffuse lines parallel to the ¢*-axis and
passing through the Bragg spots (fig. 4 (2)). They
are due 1o the presence of intergrowths as given evi-
dence for by fig. 4(b). On this micrograph, two dif-
ferent spacings of 15.8 A and 12.7 A can be mea-
sured, attributed to Hg-1223 and Hg-1212,
respectively. ’

In the case of sample II, almost all the observed
crystallites have diffraction patterns corresponding
to the Hg-1234 phase (HgBa,Ca,Cu 0,045) With cell
parameters a=b=3.85 A and c=19 A. Figure 5(a)
and (b) give examples of the [001] and (100) zone
axes, respectively. As for Hg-1223, also for Hg-1234
the intensity of the Bragg spots varies according 0
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Fig. 3. Electron diffraction patterns of Hg-1223 taken along {001 )
(a)and (110) (b) zone axes. (¢) Micrograph correspondingto
the diffraction pattern (b). The interfringe spacing is 15.8 A.

the vatue of the / index, the maxima of intensity being
obtained for /=6n (n=0, 1, 2, ...). This intensity
pattern might be explained by the fact that ¢/6 is
equal 1o 3.17 A, which corresponds to the distance
between two neighboring (CuO,) layers. The in-
crease of the layer number n in the structure leads to
the increase of the intensity of the A/ reflections with

M v

XL N

Fig. 4. Electron diffraction pattem of sample I along (100) and
corresponding micrograph showing the intergrowths of Hg-1223
and Hg-1212.

I=n+2. These periodicities of the (CuQ,) layers ex-
plain the overlapping of such reflections on the X-
ray powder pattern (sce above). Most of the images
taken along the {(100) zone axis show very regular
fringes separated by 19 A (fig. 5(c) ). However, some
crystals present intergrowths between the Hg-1223
and Hg-1234, as revealed in fig. 6. In this case, the
following sequence is observed over about 500 A:
-19 A-19 A-19 A-19 A-19 A-22 A-. On the corre-
sponding diffraction pattern, besides the diffraction
spots of the Hg-1234 phase, additional spots related
to the 22 A periodicity are present. Such a period-
icity may be attributed to a 1245 phase (Hg-
Ba,Ca,CusO,,. ). The fact that the extra diffraction
spots are sharp indicates that this phase is well or-
dered at least over a certain number of cells in these

crystals.

4. AC susceptibility measurements

The critical temperature T, and the apparent su-
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perconducting volume of samples I and IT have been
determined from AC susceptibility measurements on
fine powder samples. This avoids overestimates of
the supcréonducting volume due to the larger screen-
ings in sintered samples. The AC susceptibility wag
measured with an alternating maximum field of 0,0
Oe and a frequency of 119 Hz, The temperature was
measured by a calibrated 100 Q platinum
thermometer.

The as-synthesized sample I undergoes a transi-
tion from the paramagnetic to the diamagnetic state
with an onset above 133 K (fig. 7). Several mea-
Surements were made with the same sample and the
reproducibility of T, is + /-1 K (mainly due to the
thermal contact between the sample and the ther-
mometer). The estimated magnetic susceptibility at
4 K corresponds to a large volume of ideal dia-
magnetism indicating the bulk nature of supercon-
ductivity. We can suggest that the sharp and large
drop on the AC susceptibility curve above 133 K
should correspond 10 the Hg-1223 phase because Hg-
1212, which is present in this sample as the minority
phase, has a T, not higher than 126 K [3].

The as-synthesized sample II undergoes a transi-
tion from the paramagnetic to the diamagnetic state
with an onset as high as 132 K. Actually, two onsets
at two different temperatures are visible, the smaller
one at 132 K and the larger one at about 126 K. There )
are two Hg-based layered cuprates in this sample: Hg-
1234 as the main phase and Hg-1223 as the minority )
one. Taking into consideration the results of sample
I, we might suggest that the first onset (132 K) cor-
responds to Hg-1223 and the larger one at the lower
temperature (126 K) 1o Hg-1234. In any case, it is )
obvious that T, for Hg-1234 is not higher than that
for Hg-1223, )

5. Discussion

The synthesized HgBa,Ca,Cu,0,, s (Hg-1223)
and HgBa,Ca;Cu,0,0. 5 (Hg-1234) phases are the )
Fig. 5. Electron diffraction pattems of Hg-1234 taken along [001 ] third and the fourth members of the Hg-
(2) and (100) (b) zone axes. (c) Micrograph corresponding to Ba,Ca,_ 1Cu, 0, 245 series. in analogy with those r
the diffraction pattern of (b). The interfringe spacing is 19 A. of Hg-1201 {1,7,8] and Hg-1212 (2] their struc- t _

F S

tures can be schematized as containing rock-salt-like
slabs, (BaO)(HgO,)( Ba0), alternating with per-
ovskite-like slabs, consisting in three (Hg-1223) or
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Fig. 8. AC susceplibility vs. T for as-synthesized sample 11 showing the presence of Hg-1234 as the main phase and of Hg-1223 as the

minority phase.

1212, The appropriate treatment for Hg-1234 can
possibly change T for this phase. Therefore, we can
only conclude thai for the as-prepared samples a sat-
uration of T, seems to occur in the Hg-Ba-Ca-Cy-
O system at the third member. A similar behavior

occurs for the TlBa2Ca,,_.Cu,,Oz,,+ 3+s homologous
series, for which 7, increases up to the third member
(120 K) also {9].

One can see in table 1 that for the Hg series, the
increase of T, is accompanied by a decrease of the a
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Fig. 9. The crystal structures of He-1223 (a) and Hg-1234 (b). The largest and medium large circles refer 10 Ba and Ca atoms, respec-
tively. The Cu atoms are the smallest circles. Those at the base of the shaded pyramids are not shown. The circles forming the squares
around the Cu are oxygen atoms. The dumbbells around the Hg atoms are formed by apical oxygen atoms. Partially filled circles refer to
the partially occupied oxygen sites on the Hg layer. '

Parameter and just at T, it remains practically con- revealed the absence of intergrowths and this was at-
stant between Hg-1223 and Hg-1234. tributed to the absence of the Ca?* cations in the
The electron microscopy study of Hg-1201 [10] system. On the contrary, the addition of Ca layers in
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Table |
- Lattice parameters and transition temperatures for Hg-based Cu oxides

Formula Short form a(A) c(A) Tc (K) Ref.

HgBa,CvO,,, Hg-1201 3.8797(s) 9.509(2) 94 [ :

HgBazCaCu;.O“, Hg-1212 3.8556(8) 12.652(4) 121 [2) i
126 (3] :

HgBa,Ca,Cu,0, ,, Hg-1223 3.8532(6) 15.818(2) 133 [4), this work

HgBazCa,Cmo.o.“ Hg-1234 3.8540(3) 19.006(3) <132 this work
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The third (Hg-1223) and the fourth (Hg-1234) members of the recently-discovered homologous series Hg-
Ba,Ca,_,Cu,0;.42+4 have been synthesized by solid state reaction, carried out at 950°C under 50 kbar at different anncaling
times. These phases have a tetragonal cell with latlice parameters: a=3.8532(6) A, c=15.818(2) A and a=3.8540(3) A,
¢=19.006(3) A, respectively. The c parameters are in agreement with the formula c=9.5+4 3. 2(n— 1). Electron microscopy study
showed similar lattice parameters as well as the occurrence of different intergrowths and stacking faults. A periodicity of 22 A has
also been detected, which may be attributed to the existence of the Hg-1245 phase. EDS analysis data of several grains of Hg-1223
and Hg-1234 are in agreement with the proposed chemical formulac. AC susceptibility measurements show that an increase of
the superconducting transition temperature with n in the HgBa,Ca, _,Cu,0,. . 2 4 series occurs till the third member, afier which

a saturation scems 1o be achieved.

1. Introduction

Superconductivity at about 94 K and well above
120K has been recently reported for HgBa,CuO,., 4
(Hg-1201) [1] and HgBa,CaCu,;04,s (Hg-1212)
(2], respectively. These phases are the first and the
second members of the Hg-based homologous series
of layered Cu mixed oxides. Their structures contain
rock-salt-like slabs, such as (BaO) (HgO;) (BaO) al-
ternating with either one (CuQ,) layer in the former
or an anion-deficient perovskite-like slab, such as
(CuQ,;3(CaB) )(CuQ,). in the latter. A supercon-
ducting transition temperature as high as 133 K has
been reported for a multiphasic sample in the Hp-
Ba-Ca-Cu-O system by Schilling et al. [4]. These
authors could not identify by X-ray diffraction the
phases responsible for the superconductivity at this
temperature, but proved by high resolution electron
microscopy that the sample contained the Hg-1212
and Hg-1223 phases as well as different inter-
growths. Putilin et al. [2] showed that in the sample

containing Hg-1212 as the majority phase, a small
drop on the AC susceptibility curve versus T oc-
curred at about 132 K which could be attributed to
the third member of the Hg-bearing series.

Putilin et al. also showed [2] that it was possible
to synthesize the Hg-1212 phase, practically in pure.
form, under high pressure (40-60 kbar) and at
800°C for about | h. The high pressure synthesis al-
lows one 1o lower the mercury oxide decomposition.
This decomposition occurs at ambient pressure at a
temperature at which the reactivity of the other com-
ponents is very low. It was suggested that the same
technique could be used for obtaining the higher
members of the series. We found that the reactions
have to be carried out at higher temperatures
(950°C) and for longer annealing times. The same
occurs for the higher members of the Bi- or Tl-based
Cu oxide series, which are formed by the formation,

* at the initial stages of the reaction, of the lower mem-

bers of the corresponding families. We report herein
the synthesis and characterization of the Hg-

0921-4534/93/306.00 © 1993 Elsevier Science Publishers B.V. All rights reserved.
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Ba,Ca,Cuy0,,, (Hg-1223) and HgBazCa,CmO,M;
(Hg-1234) phases. The reactions were carried out in
a belt-type apparatus under high pressure (50 kbar)
at 950°C for 3 and 3.5 h, respectively.

2, Synthesis and characterization by X-ray and
EDS analysis '

Powder samples
Ba,Ca,Cu,0,, 4 and HgBa 2Ca3Cu, 0,4, phases were
obtained by high-pressure and high-temperature re-
actions using the belt-type apparatus of the Labor-
atoire de Cristallographie. A precursor with the
nominal composition Ba,Ca,Cu,0, was prepared by
mixing high-purity nitrates: Ba(NO,), (Aldrich,
>99%), Ca( NO,), 4H,0 (Normapur Prolabo, an-
alytical reagent) and Cu(NO,), 3H,0 (Strem
Chemical Inc., 99.5%). The mixture thys obtained
was initially heated at 600°C in ajr for 12 h, then
regrinded and annealed at 925°C for 72 h in an ox-
ygen flow with three intermediate regrindings. Then,
the stoichiometric amount of yellow HgO (Aldrich,
>99%) was added and the mixture was thoroughly
grounded in an agate mortar and sealed in a Py cap-
sule specific for high pressure synthesis. Various
lemperatures and annealing times at a pressure of 50
kbar were tried in order 1o obtain the Hg-1223 and
Heg-1234 phases. In these experiments the pressure
was first increased 10 50 kbar, subsequently the tem-
perature was raised 1o the desired value during 1 h,
then the temperature and the pressure were kept
constant for 1-4 h. Afier t!iis, the furnace power was

shut off and the pressure-decreased 10 normal con-

ditions in 30 min.

The samples were studied by X-ray powder dif-
fraction, performed with a Guinier focusing camera
and Fe Ka radiation (1.93730 A). Finely powdered
silicon (a=5.43088 A ar 25°C) was used as an in-
temnal standard. The intensitjes of the reflections were
evaluated by an automatic film scanner. The SCAN3
and SCANPI programs were used for processing the
data [5].

The phase HgBa,Ca,Cu,O“, was present in the
sample synthesized ar 950°C for3 h (sample I) 10-
gether with a smaller amount of Hg-1212, CaO and
CuO0, and traces of CaHgO, [6] and of an unknown
phase whose intensities were less than 4%. The X-ray

- containing  the Hg--

diffraction pattern of sample I afier background su.
straction is shown in fig. 1. The 20 reflections cor.
responding to Hg-1223 were indexed on a tetragonal
cell with lattice parameters a=3.8532(6) A
€=15.818(2) A. The characteristic 00! reflection is
shown in the insert. No Systematic absences were ob-
served, leading 1o Space group P4/mmm and one
formula per unit cell. The measured value of the ¢
Parameter of Hg-1223 corresponded 1o 1kie expected
value calculated by the formula €=9.543.2(n- 1)
with n=3 (). -

A scanning electron microscope JEOL 840A
equipped with an energy-dispersive Spectroscopy
(EDS) attachmeni was used for the analysis of the
cation composition of the two prepared samples. Ka-
lines were used for the analysis of the Ca and Cy cat-
ions, and La-lines for the Ba and Hg ones. EDS anal.
ysis of several wel| crystallized and flat grains showed
that besides Hg, Ba, Ca, Cuand O no other elemen
was present in the samples. The average metal ratio
found for four grains was
Hg:Ba:Ca:Cu:13(2):24(1):26(1):38“), with
standard deviations between parentheses. The cat-
ion stoichiometry is in good agreement with the ex-
pected formula of the Hg-1223 phase.

The lattice parameters of Hg-1212 refined from
ten reflections (a=3.859(4) A c=12.68(2) A) are
in agreement with the data of Putilin et al. {(2). h
should be noted thar there is severe overlapping be-
tween the kO reflections of the Hg-1212 and those
of the Hg-1223 phases. Moreover, the hk4 reflections
of Hg-1212 overlap with the AkS reflections of Hg-
1223, These overlappings did not allow us to deter-
mine all the intensities of the two phases. However,
the ratio of the intensities of the strongest lines for
Hg-1212 (102 and 103) and Hg-1223 (103 and 104)
shows clearly that the Hg-1223 is the predominant
phase in sampie | (fig. 1).

The presence in sample 1 of the lower member (o-
gether with the initial oxides, CuO and CaO, ob-
viously indicates thay the formation of Hg-1223 was
not complete after a 3 h annealing period. The syn-
thesis carried out ay 900°C for 2 h led to the for-
mation of Hg-1212 which was found 10 be the main
phase in the sample together with the starting com-
pounds. These data: show: that the formation of
Hg-1223 occurs through the synthesis of the lower
members of the series. The increase of the annealing

- e o e e et 41 et o4

-

s

- A s e e - .

A e e e e A e e e

” o



nd sub-
ms gor-
ragonal
6) A
ction is
/ere ob-
nd one
f the ¢
kpected
(n—-1)

. 840A
"oscopy
i of the
les. Ka-
Cu cat-
)S anal-
showed
lement
al ratio

was
, Wwith
he cat-
the ex-

d from
A) are
[2).
ring be-
d those
ections
of Hg-
) deter-
wever,
nes for
id 104)
minant

iber to-
10, ob-
23 was
he syn-
he for-
¢ main
g com-
don of
: lower
nealing

et Yo

v

E.V. Antipov et al. / HgBa;Ca Cus04 . sa0d HgBaCayCuiDio+ 5 3

{. .
© SAMPLE}
5000 [ |
2 B0
Do} -
8
4000 | 210}
o™
nor‘
T 3000 [ ol
i g not-
g g 1o~
= 00 | 8 %
s 6561 69 L1 13 1S
g
I gd g 3 s
1000 [ g 3
..§ S1° b4 o 2§ E g
-’1 g . A f_’J‘ 3 8.~ = ~
A Ac AAL‘L] v LAA‘ AJMA‘I A
0! t T 1 1 1 t T
30 40 50 60 70 80 2 Theta

Fig. 1. X-ray powder pattern for sample 1. Indexed XRD intensities correspond 10 Hg-1223 and Hg-1212 (underine ). Impuritics of Ca0,
CuO. CaHgO; and an unknown phase are marked by (©). The inset displays the characteristic intensity of 001 for Hg-1223.

time up 10 3.5 and 4 h at 950°C and the same pres-
sure led 10 the expected disappearence of Hg-1212 as
well as of CaO. In these samples the formation of a
new phase was detected. Its amount was relatively
high (more than 50%) in samples annealed for 3.5
h (sample I1). A total of 17 reflections of this phase
were indexed on a tetragonal cell with lattice param-
eters a=3.8540(3) A, c=19.006(3) A. As for Hg-
1223 no systematic absences were observed, leading
10 space group P4/mmm. Similar parameters were
found by electron diffraction (see below). The ¢ pa-
rameters of this phase corresponded to the value cal-
culated from the formula ¢=9.5+3.2(n—1) for
n=4. This strongly suggested that the new phase was
the fourth member of the Hg-based series: Hg-
Ba,Ca,Cu,0,0+s The approximate cations ratio de-
termined by EDS analysis of five well-crystallized and
flat grains was Hg:Ba:Ca:Cu=
9(1):18(1):29(2):44(2). These data are in good
agreement with the proposed formula for the new
compound. i

Besides Hg-1234 as the main phase, a smaller
amount of Hg-1223 was present in sample II to-
gether with small amounts of CuO and of an un-
known phase. This unknown phase was predomi-
nant in a sample treated for 5 h in the same
conditions which did not contain any member of the
Hg-based series and did not exhibit any supercon-
ductivity. The presence of the latter oxides can be
explained as a result of the decomposition of Hg-1223
and the formation of Hg-1234. Hg-1212 was absent
in this sample as well as in that annealed for 4 h. The
X-ray diffraction pattern of sample Ii afier back-
ground subtraction is shown in fig. 2. The ratio of
the main intensities for both Hg-based layered cu-
prates, 104 for Hg-1223 and 105 for Hg-1234, shows
that the latter was the main phase in this sample. As
for sample 1 the overlapping of hkO reflectioris for
both phases occurs because of the similarity of the
two a parameters. Moreover, the hk6 reflections of
Hg-1234 are overlapped with the hkS ones of Hg-

1223,
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Fig. 2. X-ray powder paucri\ for sample II. Indexed XRD intensities correspond to Hg-1234 (bold) and Hg-1223. Impurities of CuO

and an unknown phase are marked by (*).

3. Electron microscopy

The I and II samples were studied by electron mi-
croscopy. A suspension of crystals in acetone was
grounded in an agate mortar. The crystallites were
recovered from the suspension on a porous carbon
film. A Philips EM 400T operating at 120 kV was
used. )

Figure 3 (a) and (b) shows two diffraction pat-
terns obtained for samplé I corresponding to the
[001]) and the (110) zone axes of the Hg-
Ba,Ca,Cu;0,,5 (Hg-1223) phase, respectively. In
both cases, the diffraction spots are sharp, which in-
dicates that the crystaf is well ordered. In fig. 3(b),
one can notice a modulation of the intensity of the
diffraction spots along the c*-axis, with maxima for
hklreflections with /=5n (n=0, 1, 2, ...). On the mi-
crograph (fig. 3(c)) corresponding to the diffrac-
tion pattern shown in fig. 3(b), one can see the very

@

regular periodicity of the fringes separated by 15.8
A. During the observation under the electron beam,
dark spots appeared near the edge of the crystal,
probably due to the decomposition of the crystal.

Some diffraction patterns obtained for other crys-
tals present diffuse lines parallel to the c*-axis and
passing through the Bragg spots (fig. 4 (a)). They
are due 1o the presence of intergrowths as given evi-
dence for by fig. 4(b). On this micrograph, two dif-
ferent spacings of 15.8 A and 12.7 A can be mea-
sured, attributed to Hg-1223 and Hg-1212,
respectively.

In the case of sample 11, almost all the observed
crystallites have diffraction patterns corresponding
to the Hg-1234 phase (HgBa,CayCu,0,044) With cell
parameters a=5=3.85 A and c=19 A. Figure 5(a)
and (b) give examples of the [001) and (100) zone
axes, respectively. As for Hg-1223, also for Hg-1234
the intensity of the Bragg spots varies according (o
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Fig. 3. Electron diffraction pattems of Hg-1223 taken afong {001)
(a) and (110) (b) zone axes. (€) Micrograph corresponding to
the diffraction pattern (b). The interfringe spacing is 15.8 A

the vatue of the / index, the maxima of intensity being
obtained for /=6a.(n=0, 1, 2, ...). This intensity
patiern might be explained by the fact that c/b is
equal 10 3.17 A, which corresponds to the distance
beiween two neighboring (CuO;) layers. The in-
crease of the layer number # in the structure leads 10
the increase of the intensity of the hkl reflections with

Fig. 4. Electron diffraction patiern of sample 1 along (100) and
comresponding micrograph showing the intergrowths of Hg-1223
and Hg:1212.

I=n+2. These periodicities of the (CuQ;) layers ex-
plain the overlapping of such reflections on the X-
ray powder pattern (see above). Most of the images
taken along the (100) zone axis show very regular
fringes separated by 19 A (fig. 5(c)). However, some
crystals present intergrowths between the Hg-1223
and Hg-1234, as revealed in fig. 6. In this case, the
following sequence is observed over about 500 A:
~19 A-19 A-19 A-19 A-19 A-22 A-. On the corre-
sponding diffraction pattern, besides the diffraction
spots of the Hg-1234 phase, additional spots related
1o the 22 A periodicity are present. Such a period-
icity may be atributed to a 1245 phase (Heg-
Ba,Ca,Cus0,,.,)- The fact that the extra diffraction
spots are sharp indicates that this phase is well or-
dered at least over a certain number of cells in these
crystals.

4. AC susceptibility measurements

The critical temperature T,, and the apparent su-




Fig. 5. Electron diffraction patterns of Hg-1234 taken along {001}
(a) and (100) (b) zonc axes. (c¢) Micrograph corresponding to
the diffraction pattern of (b). The interfringe spacingis 19 A.
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perconducting volume of samples I and IT have beeq
determined from AC susceptibility measurements on
finc powder samples. This avoids overestimates of
the superconducting volume due to the larger screen-
ings in sintered samples. The AC susceplibility was
measured with an allernating maximum field of 0.0]
Oe and a frequency of 119 Hz. The temperature was
measured by a calibrated 100 Q platinum
thermometer.

The as-synthesized sample I undergoes a transi-
tion from the paramagnetic 1o the diamagnetic state’
with an onset above 133 K (fig. 7). Several mea-
surements were made with the same sample and the
reproducibility of T is +/—~1 K (mainly due 1o the
thermal contact between the sample and the ther-
mometer). The estimated magnetic susceptibility at
4 K corresponds to a large volume of ideal dia-
magnetism indicating the bulk nature of supercon-
ductivity. We can suggest that the sharp and large
drop on the AC susceptibility curve above 133 K
should correspond 10 the Hg-1223 phase because He-
1212, which is present in this sample as the minority
phase, has a T not higher than 126 K [3].

The as-synthesized sample I undergoes a transi-
tion from the paramagnetic 10 the diamagnetic state
with an onset as high as 132 K. Actually, two onsets
at two different temperatures are visible, the smaller
oneat 132 K and the larger one at about 126 K. There
are two Hg-based layered cuprates in this sample: Hg-
1234 as the main phase and Hg-1223 as the minority
one. Taking into consideration the results of sample
I, we might suggest that the first onset (132 K) cor-
responds 10 Hg-1223 and the larger one at the lower
temperature (126 K) to Hg-1234. In any case, it is
obvious that T, for Hg-1234 is not higher than that
for Hg-1223.

5. Discussion

The synthesized HgBa,Ca,Cu,04.,s (Hg-1223)
and HgBa,Ca;Cu, 0,0, (Hp-1234) phases are the
third and the fourth members of the Hg-
Ba,Ca,_,Cu,0,,4244 serics. in analogy with those

.of Hg-1201 [1,7,8] and Hg-1212 [2] their struc-

tures can be schematized as containing rock-.sall-likc
slabs, (BaO)(HgO,)(Ba0), alternating with per-
ovskite-like slabs, consisting in three (Hg-1223) or
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Fig. 8. AC susceptibility vs. T for as-synthesized sam

minority phase.

1212. The appropriate treatment for Hg-1234 can
possibly change T, for this phase. Therefore, we can
only conclude that for the as-prepared samples a sat-
uration of T, seems 10 occur in the Hg-Ba-Ca-Cu-
O system at the third member. A similar behavior
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occurs for the TIBa,Ca,_,Cu,O;,. 344 homologous
series, for which T, increases up to the third member
(120 K) also {9].

One can see in table 1 that for the Hg series, the
increase of T, is accompanied by a decrease of the a
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Fig. 9. The crystal structures of Hg-1223 (a) and Hg-1234 (b). The largest and medium large circles refer to Ba and Ca atoms, respec-
lively, The Cu atoms are the smallest circles. Those at the base of the shaded pyramids are not shown. The circles forming the squares
around the Cu are oxygen atoms. The dumbbes around the Hg atoms are formed by apical oxygen atoms. Partially filled circles refer to
the pantially occupied oxygen sites on the Hg layer.

Parameter and just at 7, it remains practically con- : revealed the absence of intergrowths and this was at-
stani between Hg-1223 and Hg-1234. tributed to the absence of the Ca?* cations in the
The electron microscopy study of Hg-1201 [10] system. On the contrary, the addition of Ca layers in
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Table | :
Lattice parameters and transition temperatures for Hg-based Cu oxides
Formula Short form a(l) c(A) T e (K) Ref.
HgBa,CuQ,, , Hg-1201 31.87197(5) 9.509(2) 94 (£)]
HgBa,CaCu,0;, 4 He-1212 3.8556(8) 12.652(4) 121 [2)

126 13)
HgBa,Ca,Cu,0,,, Hg-1223 3.8532(6) 15.818(2) 133 (4], this work
HgBa,Ca;Cu0y0.4 Hg-1234 3.8540(3) 19.006(3) <132 this work

the system leads 10 intergrowths due to different
numbers of (CuO,) and Ca layers in the perovskite-
like slabs. Such intergrowths were already reported
in ref. [4]. Possibly, the occurrence of different in-
lergrowths may explain why the variation versus
temperature of the AC susceptibility does not pres-
ent distinct and abrupt transitions which could be
attributed to pure Hg-1212, 1223 and 1234 phases.

The synthesis of the higher members of the Heg-
based homologous series as bulk samples has been
performed at higher temperatures than that used for
Hg-1212 and with longer treatment times. We sug-
gest that the synthesis of such phases occurs through
the formation at an initial state and subsequent de-
composition of the lower members of the series. This
feature is similar to that existing for the TI-
Ba,Ca,_,Cu,05p43_4 homologous series [9]. The
use of high pressure, possibly, lowers the mercury
oxide decomposition. It also leads to a decrease of
stability of CaHgO,, whose synthesis at the first stage
of the reaction inhibits the formation of Hg-based
compounds.
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Preface

The 1960s saw great activity in the field of cryogenic engineering, stimulated
particularly by the American space effort and by developments in superconductivity.
As aresult, a number of books on cryogenic engineering in general were published.
Since then, most volumes have concentrated on a particular aspect of the subject,
rather than attempting a comprehensive review. In view of the steady, if unspec-
tacular, advances made since that time, it seems opportune to attempt a new
-account of the basic science and of the engineering methods employed.

Cryogenic engineering covers a wide spectrum of disciplines, in traditional terms
embracing much of electrical, mechanical and chemical engineering, its dis-
tinguishing feature being the use of temperatures well below ambient. In order to
produce a volume of reasonable length, it was decided to assume that the reader
should have knowledge appropriate to that of a final-year or graduate engineer or
physicist. Further, since much of the body of knowledge of engineering at room-
temperature can be applied directly to cryogenic problems, reference in such
cases is made to standard textbooks, although since this book is biased towards
engineering, the physicist may need to comsult rather more of them than the
engineer.

It was also decided, again on the grounds of overall length, to restrict the account
of superconductivity. The design of superconducting magnets is very largely an
electrical engineering problem, the cryogenic design, apart from training problems
and stabilisation, being relatively straightforward. Further, the monograph
“Superconducting Magnets” by M. N. Wilson (Oxford University Press, 1985)
treats the subject comprehensively, and is required reading for anyone with other
than a superficial interest in magnet design. Thus, the coverage of this topic is
deliberately brief.

There are some other deliberate omissions, also. In particular, an account of
refrigeration using hydrogen and neon is omitted, on the grounds that the techniques
-~ involved are broadly the same as those used for helium. Similarly, the particular
problems involved with cryogenics in space are given only passing mention, since
most of the design principles involved are also applicable to earth-based equipment.
There is no attempt to provide complete property data; general trends are indicated,
and, it is hoped, enough references for the reader to locate detailed data as
necessary. However, since the book'is intended for potential (and practising)
cryogenic engineers, details of practical methods and current practices have been
included.
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1.1 Introduction

Most of this book is concerned with an outline of the theory and practice
of cryogenic engineering. It has not been possible within a volume of
reasonable size to explore every aspect in detail, nor has it been possible
to give a detailed account of all the applications of cryogenics. This chapter
is intended to give an impression of the wide range of cryogenic engineering.
After a discussion of the meaning of cryogenics, the chapter covers the
uses of the commoner cryogenic liquids (natural gas, oxygen, nitrogen, -
hydrogen and helium), and then deals with superconductivity and cryo-

CRYOGENIC ENGINEERING Copyright © 1986 Academic Press Inc. (London) Limited
ISBN 0-12-322990-1 e All rights of reproduction in any form reserved
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pumping. The chapter concludes with a brief outline of cryogenic
instrumentation.

1.2 The Cryogenic Temperature Range

The 1960s were a decade which saw a rapid expansion both in low-
temperature physics and in the commercial exploitation of low-temperature
techniques. Towards the end of this period, a need was felt for the stand-
ardisation of low-temperature terminology, and, on the initiative of Pro-

fessor Nicholas Kurti, the Comité d’étude des termes techniques frangais -

organised a meeting in 1969, at which was formed a $mall international
committee to consider the terminology of low temperatures, remembering
the necessity of unambiguous translation between English and French, and
paying due regard to current practice in the United States. As an example
of the confusion which then existed, temperature levels in Britain were, by
some people, referred to as ‘low’ (below 0°C), ‘very low’ (around 100 K),
‘deep low’ (around 4K) and ‘ultra low’ (less than 0.3 K), although the
French had only two terms ‘basse’ and ‘trés basse’. It was never clear how
the British users of this terminology would refer to temperatures in the
microkelvin region!

The working group, with members from six countries, made its re-
commendations in 1971 [1.1], and these have largely been accepted by the
scientific community. ‘Cryogenics’ and the corresponding prefix ‘cryo’ were
to refer to ‘all phenomena, processes, techniques or apparatus occurring
or used at temperatures below 120K’ approximately, that is, around or
below the normal boiling point of liquefied natural gas. It was recognised,
however, that some inconsistencies were unavoidable, in particular the use,
on historical grounds, of the terms cryohydrate, cryoscopy, cryochemistry
and the French cryodessication, all of which refer to temperatures well
above 120 K; and, because they use cryogenic fluids and techniques, cryo-
surgery, cryomedicine and cryobiology. Otherwise, the temperature range
between 120K and 0°C is covered by ‘refrigeration’ technology.

The scientific community has, on the whole, adhered to these proposals,
but they have not been rigidly adopted by industry, where the technology
of handling liquid ethylene (at around 150 K) is, with some justification on
the grounds of the equipment used, included in the cryogenic domain, and
‘cryogenic’ is also used, with less justification, to describe equipment
designed for use at still higher temperatures. However, since all fluids
and materials used in cryogenics must at some time be brought to room
temperature, properties and processes in the temperature range up to room
temperature cannot be ignored.
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1. A SURVEY OF CRYOGENIC ENGINEERING 3

In this book, we follow the 1971 recommendation and take ‘cryogenic
engineering’ to refer to the temperature range below about 120 K. The
most widely used liquids, in order of descending normal boiling point, are
liquefied natural gas (LNG), liquid oxygen (LOX), liquid nitrogen (LIN),
liquid hydrogen (LH,) and liquid helium (LHe), although at present the
importance of hydrogen has declined. At the lower end of the temperature
range, the production of temperatures less than about 1.5K may be
regarded as ‘physics’ rather than ‘engineering’, since their use is restricted
at present to experimental work. Therefore, techniques such as adiabatic
demagnetisation and the use of the light isotope of helium (He?) will not
be covered in this volume. '

1.3 Features-of Cryogenic Engineering

It is worth considering at this stage the differences between cryogenic and
‘ordinary’ (or room temperature) engineering. For a long time, it was felt
that the properties of cryogenic fluids were in some way peculiar, so that
a particular mystique arose around this area of engineering. It is now
accepted that, in fact, cryogens (with the exception of superfluid helium)
behave similarly to other fluids, and that the art of cryogenics lies in the
ability to recognise and cater for the particular problems which arise through
the use of low temperatures per se. This requirement is, of course, no
different from that required in any other branch of engineering: an assess-
ment of design criteria and possible causes of equipment failure, together
with identification of the best techniques, materials and construction
methods to achieve safe, efficient and reliable operation. .Cryogenics
should, therefore, be regarded more as a special art rather than as a subject
in its own right.

There are, however, two phenomena peculiar to the cryogenic engin-
eering temperature range which merit special consideration. One is super-
fluidity—the ability of liquid helium to behave as if it has zero viscosity.
The superfluid state has been investigated by both experimental and theor-
etical physicists for many years, and a deep understanding of its behaviour
has been achieved. From the engineer’s point of view, it is of interest
because of the very high rates of heat transfer which can be attained.

The other phenomenon is that of superconductivity,* the complete loss
of electrical resistance below some well-defined temperature which is
different for each metal. Superconductivity is of increasing technical import-

* According to [1.1], the proper term is superconduction, but this word has never achieved
wide acceptance.




1962, the discovery of the Josephson effect opened the door to a new ra
of Superconducting electronic devices.

The penalty of operating in the cryogenic temperature range is that work
must be done to reach and maintain the low temperature required; from

» and saw a mixture of liquid and vapour in the resulting

The next significant step was the invention of the vacuum flask by James
Dewar, which enabled liquefied gases to be stored for long periods and
paved the way for the liquefaction of hydrogen and helium. Until Dewar’s
invention, the liquids were stored in the innermost of a number of concentric

vessels, each containing in turn a boiling liquid of higher temperature. The

* Which scientist was first is of no concern to us here, nor is the ensuing controversy, which
has been discussed recently by Kurti {1.2].
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1. A SURVEY OF CRYOGENIC ENGINEERING 5

forming companies which are still in the forefront of cryogenic engineering
today to market their inventions. Finally, in 1908, helium, the last of
the ‘permanent’ gases, was liquefied by Kamerlingh Onnes, who shortly
afterwards produced superfluid helium by reducing the vapour pressure
above the liquid using a vacuum pump. It is worth noting, in these days of
plentiful supplies, that Onnes’s helium was painstakingly extracted at

Leiden from large quantities of monazite sand imported from India

especially for the purpose.

Between the two World Wars, there was a steady development in the
production of oxygen and nitrogen by the distillation of liquid air (the
process of ‘air separation’), and during the 1930s plants producing around
100 m? (1001) of liquid oxygen per day were in operation. Liquid helium
was still a comparatively rare and expensive commodity, the rate of pro-
duction being limited to a litre or two per hour, often only on an intermittent
basis, and the liquid being available in only very few laboratories throughout
the world. . _

Immediately after the Second World War, Professor Sam Collins, at the
Massachussetts Institute of Technology, developed a new design of helium
liquefier using reciprocating expansion engines, which was capable of
making liquid on a continuous basis at a rate of several litres per hour. At
the same time, the extraction of helium from natural gas wells, begun
during the 1920s, had greatly increased, so that helium gas, although still
comparatively expensive, was no longer a rare commodity.

As a result, when, during the 1960s, Type II superconducting wire was
produced in quantity on a commercial basis, enabling high-field super-
conducting magnets to be constructed for the first time, liquid helium
wasreadily available for cooling. This development was quickly exploited by
those research establishments concerned with high-energy nuclear physics,
since the saving in energy costs compared with those of an equivalent
water-cooled system quickly outweighed the much higher capital cost.
As confidence was gained, magnets of increasingly complex design were
constructed, so that each of the major laboratories now contain several
tens of superconducting magnets. In parallel with these developments,
refrigerators incorporating expansion turbines rather than reciprocating
engines were developed; a number of refrigerators capable of extracting
several kilowatts at 4 K have now been built.

As to the future, it is clear that the production of oxygen, nitrogen and
argon by the fractional distillation of liquid air will remain a major industrial
process for many years. The transport of liquefied natural gas by sea at
present forms a vital link in the world’s fuel supply system, but will decrease
in importance as supplies of natural gas diminish and other energy sources
are developed. Hydrogen may well be one of these fuels, but at present in
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energy terms it is expensive to produce, requiring large amounts of primary
energy, and the liquefaction process also consumes much energy. Liquid
hydrogen, therefore, may never be economically viable as a fuel other than
for a few specialised applications.

Superconducting magnet technology has assumed great importance, and
since it is economically attractive compared with the use of conventional
magnets and can also produce more uniform and time-invariant fields,
applications are expanding. For a number of years, superconducting mag-
nets have been routinely manufactured for experimental work in physics
and chemistry, notably for nuclear magnetic resonance (NMR) and electron
spin resonance (ESR). These methods have recently been extended to
biological applications and now to medical diagnosis. This latter provides
the first truly large-scale, commercial application of superconductivity.

Although superconducting motors, generators, transmission lines, and
so on have been under active development in a number of countries, the
scenario so far has been that each advance in superconducting electrical
engineering has been matched by an advance in the corresponding room-
temperature technology. Since the latter is usually less complex, it has been
more attractive on the grounds of both cost and reliability.

In electronic engineering, the Josephson effect opened new prospects in
the precise determination of voltage, in the measurement of very small
magnetic fields and in rf applications. Devices based on the Josephson
effect are now used on a routine basis.

Thus, although cryogenics is a field of relative antiquity, there has been
an unusually long time between the discovery of some phenomena and
their commercial exploitation. This was particularly so in the case of
superconductivity, which was discovered in 1911 but only ceased to be a
laboratory curiosity some 50 years later. On the other hand, devices using
the Josephson effect were marketed within a few years of its prediction and
discovery.

1.4 Liquefied Natural Gas (LNG)

Natural gas is typically composed of 85-95% methane, the remainder
being mainly nitrogen, ethane, propane and butane, although quantities of
heavier hydrocarbons, carbon dioxide, water, sulphur compounds and,
occasionally, mercury, may also be present, the precise composition
depending upon the reservoir from which it is extracted. Certain sources,
notably in Kansas, are comparatively rich (about 0.4%) in helium and are
the major sources of this element. Natural gas is extracted by drilling in a
way similar t6 that used for oil production and is somewhat refined before
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1. A SURVEY OF CRYOGENIC ENGINEERING 7

use: the heavier hydrocarbons are separated as natural gas liquid (NGL)
or as liquefied petroleum gas (LPG), and the nitrogen content may be
reduced.

Natural gas was used on a local basis in the United States during the 19th
century for both fuel and heating; by the 1940s it was being distributed by
pipeline throughout much of the country and now provides about a quarter
of America’s energy requirements. Since about 1975, Great Britain has
relied entirely on natural gas for its gas supplies; it forms a significant part
of Japan’s energy consumption; and its use is widespread throughout
Europe and the USSR (Table 1.1).

Table 1.1 .
Past and Projected Consumption of LNG (10%t/year)
Year Japan United States Western Europe Total
1975 5.0 0.25 8 13.3
1980 19 11 11 41
1985 44 39 22-36 105-119
1990 47-55 50-105 33-39 130-199

Sources of natural gas (10°t/year)®

Americas USSR Middle East  Far East  Africa Total

1980 1 — 3 15 22 41
1990 6-30 9-35 13-17 35-39 67-78  130-199

 From Thorogood [1.3].

‘Sources of natural gas are scattered relatively evenly around the globe,
with the result that a trade has developed in transferring the gas to areas
of large demand. Thus there are, for instance, major pipelines from Alaska
southwards, and from the USSR to Western Europe. However, much gas
is liquefied for both transport and storage to take advantage of the large
decrease in specific volume which is achieved without the necessity for
pressurisation. '

The first shipments of LNG by sea were made on an experimental basis
from Lake Charles, United States, to Canvey Island, England, during 1959,
and as a result of the success of these voyages a regular service from Algeria
to Canvey Island was instituted in 1961, carrying about 700,000 t/year.
Twenty years later, routes had been established from Algeria and Libya to
Europe, from Algeria to the United States, and from Alaska, Abu Dhabi,
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Fig. 1.1 The LNG tanker ‘LNG Aquarius’, launched in 1977, L.O.A. 285 m. The LNG

is carried in 5 spherical aluminium tanks, each of 25,260 m® capacity. (Courtesy of British
Gas Corporation.)

Indonesia and Brunei to Japan, and another ten or so routes were under
active development [1.4]. The shipping terminals are supplied by large
liquefiers with up to 5000 t/day capacity in a single train (Fig. 16.22).
Apart from storage at liquefaction plants and trading terminals, natural
gas is stored as liquid for ‘peak shaving’ operations, that is, to provide an
additional source of gas during periods of peak demand when the normal
supply system is inadequate (usually in winter). Liquefaction, using small
(200 t/day) plants takes place during periods of low demand in the summer.
Storage tanks may be as big as 100m in diameter and 30 m in height,
containing tens of thousands of tonnes of liquid (Fig. 1.2). In the past, they
were usually constructed of either aluminium or 9% nickel steel; now,
prestressed concrete (with a suitable thin metal liner to eliminate porosity
problems) is being increasingly used. During the 1960s, a number of tanks
were formed by excavating a hole in the ground and installing a thin

steel liner, but this design has proved to be unsatisfactory due to large -

evaporation rates and to an ever-increasing area of frozen ground around
the tank, although new designs are now being developed in Japan.
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Besides these large-scale facilities, in some areas it has proved economic
to distribute LNG by truck and to keep it in small storage vessels close to
the point of use. The technology adopted is similar to the well-established
methods used for oxygen and nitrogen.

Purification (‘upgrading’) of natural gas is achieved by cryogenic
methods. Many natural gas sources contain significant quantities of nitrogen
and carbon dioxide, which reduce the calorific value and render the gas
incompatible with other supplies to the pipeline distribution network.
Upgrading plants are based on successive liquefaction and separation of
the various components of natural gas and are frequently installed at the
well-head. In these plants, solid impurities (sand, etc.) are filtered, and
then water, sulphur compounds and carbon dioxide are removed using
either molecular sieves or chemical absorption, for example, using glycol
to absorb water or monoethanol amine to absorb carbon dioxide. Liquefac-
tion can then take place without blocking the low-temperature heat
exchangers with frozen components of the gas. Currently, natural gas
companies are projecting a significant increase in the number and size of
such plants. This increase is associated with the use of nitrogen injection
into the gas wells to enhance gas recovery, thus creating a double use of
cryogenics for both injection and rejection, since the nitrogen will be
produced on-site by the fractional distillation of liquid air.

1.5 Air Separation

The production of oxygen, nitrogen and argon by the fractional distillation
of air, or ‘air separation’ as it is known, forms a vital part of the infra-
structure of the industrialised world. The major developments have
occurred since the Second World War: in 1948, a system to produce 140
t/day of liquid oxygen was built in the United States; in the 1970s, plants
with ten times that capacity were under construction in various parts of the
world. The daily world production of oxygen is now about 5 X 105t (Fig.
1.3), a purity of around 99.5% being easily achievable even on this scale. -
By far the greatest amount of oxygen is consumed by the chemical and

steel industries (Table 1.2). Since the daily consumption of a chemical or
steel works may amount to several hundred tonnes per day, it has become
common practice to build an air separation plant on an adjacent site and
deliver the oxygen by pipeline. Because a continuous supply is essential,
stringent conditions may be imposed by the user, and emergency eléctrical
generators and back-up storage vessels may have to be provided to guaran-
tee a supply until faults can be rectified or oxygen brought in by road.
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Fig. 1.3 Worldwide annual production rate of oxygen. (Courtesy of R. M. Thorogood.)

A considerable quantity of oxygen is produced in gaseous form and
compressed into cylinders to be used, for instance, for welding, in diving and
hospitals. Other important and growing uses for oxygen are in the partial
oxidation of coal and heavy hydrocarbons to synthesise gas mixtures for
methanol production and to produce hydrogen for ammonia production,
and in the treatment of waste water by activated sludge processes. The use

Table 1.2
Industrial Consumption of Oxygen in the United States in 1979*

Percent of total consumption

Steel making

Basic oxygen process 39.6
‘Open hearth process 9.3
Electric furnace 1.7
Cutting, welding, blast
furnace air enrichment 14.8
Total 65.4
Non-ferrous metals 3.0
Fabricated metal products 7.0
Chemicals
Ethylene oxide 8.2
Acetylene 38
Titanium dioxide 2.8
Propylene oxide 2.3
Vinyl acetate 23
Other 0.6
Total 20.0
Pollution control 30
Miscellaneous 1.6

* From Thorogood [1.3].
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of oxygen in the production of fuels from coal is expected to increase as
oil reserves diminish, an important aspect of this being the very large
consumption which will be required at an individual site, perhaps 20,000-
30,000 t/day: the SASOL II complex which is operational in South Africa
uses 15,000 t of oxygen per day.

Liquid oxygen is also produced in quantity for use in aerospace activities,
both as a fuel oxidiser and for life support systems. The amounts required
can be large: for instance, each Apollo flight to the moon consumed about
2000t (Fig. 1.4), and the annual consumption of the: American space
programme at its peak was about 400,000t {1.5]:

At the same time as oxygen is separateéd from air, nitrogen is also, of

e———— Liquid Hydrogen
tank

| Insulation

4 Insulated
8/l —" common bulkhead

Liquid Oxygen
tank

Anti-vortex
baffle Liquid Hydrogen

suction line

Liquid Oxygen
sump
Thrust structure

Ullage rocket

J-2 Engines

Fig. 1.4 Second stuge of the Saturn V rocket launcher used for the Apollo flights to the
“moon. This stage was about 25 m high and 10 m diameter.
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1. A SURVEY OF CRYOGENIC ENGINEERING 13

coursc, produced, the current world-wide consumption being about that of
oxygen. In the early years of the industry, nitrogen was considered a
by-product and sold relatively cheaply. However, new uses have been
developed and some plants are now biassed more towards nitrogen

production.
Liquid nitrogen is a useful source of cold and finds a diversity of appli-

cations, such as:

(1) for cooling cold traps in vacuum systems, -especially. where con-
tamination must be avoided, as in semi-conductor device manufacture;

(2) for freezing food: one major fast-food franchise in the United States-
uses up to 700 t/day for freezing hamburgers; '

(3) in the repair of pipelines: by freezing the liquid in the pipeline on
either side of the fracture, a repair can be effected without emptying the
whole system;

(4) in reclamation processes, where use is made of the embrittiement
of many metals and polymers, at low temperatures, when, for instance,
cold motor vehicle tyres can be pulverised, and the steel and polymer
constituents separated and re-used; the polymer coating of electric cables.
can be shattered into small pieces while the copper or aluminium conductor,
which does not become brittle, remains intact. Large items can also be
treated. In Belgium, for example, complete automobiles are cooled before
being fragmented,; it is claimed that the process reduces the overall energy
consumption of the process and makes it easier to separate the ferrous

from the non-ferrous (non-embrittled) scrap; _

(5) in deflashing of moulded polymer products: in the embrittled state,
deflashing can be achieved by a tumbling process rather than by treating

- each item individually;
(6) in the heat treatment of metals: for instance, to improve the wear

resistance of certain tool steels;
(7) for the storage of biological specimens, especially bull semen for

the cattle industry;
(8) inastronautics, for pre-cooling fuel tanks prior to filling with oxygen;

(9) in ground freezing, to enable tunnelling and excavation operations

to be performed in wet and unstable soils;
(10) in bomb disposal, for freezing explosives to render them tem-

porarily harmless.

However, the widest use for nitrogen is .as an inert blanketing gas,

for various chemical and metallurgical processes. The purity required is
dependent upon use, with medium purities (1-3% oxygen) being acceptable
for such applications as blast furnace feed systems, coal handling systems
and chemical tank purging. High purity (less than 10 ppm oxygen) is
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essential for many purposes, of which steel annealing, float glass manu-
facture and fabrication of semi-conducting devices are important examples.
Gaseous nitrogen is also used as a feedstock for the production of some
chemicals, particularly ammonia. For large-scale uses, the nitrogen is sup-
plied by an on-site plant or by pipeline. In other cases, it is often convenient
to store the nitrogen as liquid rather than as gas in cylinders and vaporise
it as required.

As already mentioned, a relatively recent and growing use of nitrogen is
as a displacing medium in the recovery of oil and gas. By forcing oil or
natural gas out of the well under pressure, a significant increase in the
percentage extracted can be achieved. Such applications are of large volume
and require delivery pressures between 130 and 700 bars.

The other major constituent of air is argon, which is in great demand for
inert blanketing when nitrogen is too reactive, and for inert gas-shielded
welding (TIG, MIG, etc.), although helium tends to be preferred in the
United States. Because a very high purity (>99.9%) is required for most
purposes, the impure product from several air-separation plants may be
sent to a central point for purification. The air-separation industry is, in
fact, so competitive that the recovery of argon may be necessary to prevent
a plant running at a loss. The demand for argon is increasing rapidly, and
it is possible that in the future some air-separation plants will be operated
for the production of argon only, the nitrogen and oxygen being discarded.
Although much argon is supplied as compressed gas, it is more economical
for even moderate users to receive and store argon as liquid.

Of the minor constituents of air (Table 1.3), neon, krypton and xenon are
extracted mainly for use in the lamp industry and laboratory instruments. It
is not at present economic to recover helium due to its availability from
LNG wells.

Table 1.3
Potential Yield of Atmospheric Rare Gases from a 1000 t/day Oxygen Plant®

Total in air passing

through plant Typical yield
(m3/hr at NTP) (%) Cylinders per day
Argon 1395 55 2800
Neon 27 60 6
Helium ) 0.75 60 . .2
Krypton 0.17 30 0.2
Xenon 0.014 30 0.015

¢ From Thorogood [1.3].
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1.6 Liquid Hydrogen

Hydrogen gas is a somewhat hazardous substance to handle due to its wide
explosive concentration range with air (4-72%) and its low ignition energy
(0.02 mJ at 30% concentration), although the liquid itself appears to present
no unusual problems and was in wide use for cooling purposes until the
1970s, when liquid helium became more easily available in large quantities.
Its importance as a cryogen has declined considerably since then, so that,
for example, in Great Britain it is no longer commercially available.

Hydrogen gas is produced on a large scale by the reaction of steam with
hydrocarbons, particularly natural gas, or by the partial oxidation of natural
gas or fuel oil. The gasification of coal may also be used. On a smaller
scale, electrolysis of water is used, in spite of its higher cost, which is
due mainly to the higher binding energy of hydrogen in water than in
hydrocarbons, to the high cost of electricity (itself often produced by
burning hydrocarbons), and to the low efficiency of electrolytic cells.
Electrolytic hydrogen may cost twice as much as the cheapest ‘chemical’
hydrogen. There is currently interest in developing hydrogen as a fuel, but
since it clearly does not make sense to produce it from other fuels (with
the resulting overall loss in available energy), there is widespread inves-
tigation of methods for producing hydrogen from water using various
thermochemical methods.

Hydrogen may be liquefied using cycles similar to those in use for helium
(Chapters 13 and 15), except that the cycle pressures are about five times
higher. A complication is that, because hydrogen exists in two forms, ortho
and para (Chapter 2), the inclusion of catalysts to promote ortho-to-para
conversion must be considered. Great care must be taken with safety, it
being usual to provide a blast wall between the liquefier and its operators.
Care must also be taken to free the - hydrogen from impurities, especially
oxygen which can promote unwanted ortho-para conversion, and, it is
believed, cause an explosion if accumulated as solid in the lower tem-
perature parts of the plant.

Liquid hydrogen still finds two particular applications. In high-energy
nuclear physics experiments, liquid hydrogen or deuterium may be used as
a target for the particles produced from the accelerator. More interesting
from the engineering point of view is the bubble chamber, which is used
to measure the properties of charged particles and to elucidate their
interactions and decays. A bubble chamber consists essentially of a closed
volume of liquid held at a pressure well above saturation. On the passage
of a charged particle, the pressure is rapidly reduced, usually by means of
a piston in one wall of the chamber, so that the liquid is in the superheated
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state, and bubbles form along the track‘of the particle. A stereo photograph
is taken, and the liquid is recompressed before bulk boiling occurs, the
whole cycle taking a few tens of milliseconds. A large magnet surrounds

the curvature of the track. Bubble chambers containing hydrocarbons and
helium have been built, but hydrogen and deuterium are particularly

cubic metres of liquid, but they have now been superceded by other
methods of detection, and the present tendency is to use smaller chambers
surrounded by electronic detectors (Fig. 1.5). '

The other application for which liquid hydrogen is still produced in

Apollo manned space flights to the moon, each of which consumed about
90 tonnes (1300 m3) of liquid hydrogen (Fig. 1.4): in the late 1960s, the
American space programme was using about 40,000 t/year [1.5]. In the
1980s, each launch of the space shuttle consumes about 120 tonnes
(1700 m3). Although on a mass basis hydrogen has a calorific value about
three times higher than kerosene (which was used for the first stage of
Apollo), its calorific value per unit volume is about three times lower. Thus
rockets fuelled with hydrogen have to be much larger than those fuelled with
kerosene, and this can entail problems of structural stability, particularly
bending oscillations during flight.

There has been widespread discussion of the possibility of using hydrogen
as a fuel for aircraft and automobiles as oil supplies diminish, although
as already mentioned, a novel and energy-efficient means of producing
hydrogen must be developed before this becomes areality. On the question
of safety, it can be argued that although hydrogen is more easily ignited
than hydrocarbon fuels, its flame radiates little heat. Also, since hydrogen
is lighter than air, it spreads upwards rather than outwards, so that overall
there is probably little to choose between the two fuels. The storage of
hydrogen is, however, a major problem. Storage as metal hydrides imposes
a large weight and cost penalty because of the metals used and their low
absorption capacity. Storage as liquid is clearly convenient, but requires
large fuel tanks as mentioned earlier, although some saving in volume
(about 15%) can be made by using a mixture of solid and liquid—‘slush
hydrogen’. Considerable care would have to be taken in the disposal of
-boil-off in a safe way. Perhaps a more serious drawback is the energy
required for liquefaction, which may amount to as much as a third of the
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calorific value of the fuel liquefied. This, together with the present high
cost of production from non-hydrocarbon sources, makes hydrogen econ-
omically unattractive, although several experimental automobiles have
been successfully run with liquid hydrogen as fuel for a number of years.

1.7 Liquid Helium

The importance of helium to the physicist and cryogenic engineer is that it
is the only route to temperatures below about 10 K, apart from magnetic
cooling methods which are unlikely to become practical on anything but a
very small scale. The provision of helium refrigeration is, therefore, a
necessary adjunct to the use of superconducting magnets.

The largest sources of helium in the western world are currently the
natural gas wells of the states of Texas and Kansas in the United States.
Wells in Poland, Northern Germany and the USSR (at Orenburg) also
produce large quantities. Helium is present in these wells at a concentration
of about 0.2-0.7% and is extracted by liquefying the other constituents.
Although at present there is plenty of helium available, there are worries
that if the growth in both size and number of superconducting magnets
continues at the present pace, there could be a severe shortage in a few
decades as natural gas wells become exhausted, even though the United
States has considerable quantities of helium stored in underground porous
rock—a result of the so-called ‘conservation’ programme which has now
been discontinued [1.6]. Outside America, ‘conservation’ has a rather
different connotation—that of recycling the gas after use, rather than
exhausting it to the atmosphere. Such recovery is usually justifiable on
economic grounds alone, since gaseous helium is not cheap, but it is worth
noting that large quantities are used in welding and in oxygen-helium
atmospheres for diving, from which helium recovery is not feasible. '

A major landmark in the development of helium technology came in
1946 with the design by Professor Sam Collins of a liquefier which did not
require the feed helium to be pre-cooled and which could be operated
continuously for long periods. Previous to this, small-scale experiments
were done by liquefying helium in situ, for example, by precooling with
liquid hydrogen (sometimes itself produced in situ) and then adiabatically
expanding. Continuous liquefaction was achieved using cascade cooling
with liquid air (or nitrogen) and hydrogen followed by Joule-Thomson
expansion. The latter method could produce a few litres of helium per
hour, but required the simultaneous operation of both a hydrogen and a
helium liquefier, the liquid air or nitrogen usually being available from a
commercial source,
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The Collins liquefier, which used a reciprocating expansion engine,
proved to be a reliable machine, although the presence of rubbing seals
meant that fairly frequent maintenance was required; its derivatives are
still marketed today. During the 1950s, high-speed turbines running on gas
bearings were developed as the external work components for hydrogen
liquefiers, and soon afterwards this technique was incorporated in helium
refrigerators. These turbines, although less robust than a reciprocating
engine, have no rubbing surfaces and can achieve a large throughput at
high efficiency. They are now usually specified for large refrigerators and
liquefiers. :

Another problem in the design of refrigerators arises from the necessity
to compress the gas. The helium feed must be free of oil, water and air,
since all will freeze at some point in the system and cause blockages: this
is especially important today, when superconducting systems may have
to be run continuously for many months. To achieve such service, oil
contaminations less than 1 part in 107 may have to be specified, and it is
believed that water contamination of about 3 parts in 10% has caused
blockages in one system [1.7]. Two types of compressor appear to have
received general acceptance, reciprocating compressors with dry, polymer-
based, piston rings, and oil-flooded screw compressors. Oil-flooded screw
compressors, being rotating machines, suffer from fewer problems than
reciprocating compressors and are more compact and vibration-free, but
require a sophisticated oil-removal system. Furthermore, it is not unknown
for a malfunction to occur such that much of the oil is delivered into the
refrigerator itself. Reciprocating compressors have the disadvantage of
more frequent maintenance intervals, more vibration and a requirement
for more massive foundations, but the equipment for removal of con-
tamination is simpler.

1.8 Superconducting Magnets and Machinery

Perhaps the one major disappointment in the development of cryogenics
has been the exploitation of the “‘electrical engineers’ dream”—super-
conductivity or the complete absence of electrical resistivity. After this
phenomenon was discovered in 1911, hopes persisted that it would play a
major part in electrical engineering, even though the superconducting state
was destroyed by the passage of a current of only a few amperes or the
presence of a magnetic field of only a few tenths of a tesla, but the dream
remained unfulfilled for some 50 years. In the late 1950s, a range of
‘high-field’ superconductors were discovered, so called because they would
remain superconducting in fields of tens of tesla. Also, their critical tem-
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laboratories. Small magnets, providing a uniform field over a few tens of
cubic centimetres, are mainly used by physicists (Fig. 1.6); the development
of NMR and ESR techniques for analytical purposes has extended their
use into chemistry and biology [1.8], and more recently, into medicine, in
which the technique known as MRI (Magnetic Resonance Imaging) is
coming into routine clinical use. In MRI, the resonance of the hydrogen
nucleus (proton) is stimulated by applying radiofrequency electromagnetic
radiation, the resonant frequency being directly proportional to the applied
magnetic field. The patient is subjected to a uniform magnetic field of
between 0.5 and 1.5 T, upon which are superimposed small gradients in
the x, y and z directions. By changing the applied rf frequency and
correlating the resonant frequency with the local field, 3-dimensional infor-
‘mation may be obtained. The primary information is obtained from the
intensity of the resonance, which depends upon the local proton density.
Since the water and lipid content is different in the various tissues of the
body, a 3-dimensional image of the body structure may be produced and
abnormalities such as tumours may be located. Measurement of the spin—
lattice and spin-spin relaxation times enable further information to be
acquired. The magnets for whole-body MRI require a bore of about 1.0 m
(Fig. 1.7), with a field homogeneity as good as 0.1 ppm of the main field
and a stability of 0.1 ppm per hour [1.8].

Still at a more experimental stage is MRS (Magnetic Resonance
Spectroscopy). Slight variations in the local magnetic environment of the
nuclei due to different chemical surroundings produce small shifts in the
resonant frequency, and this enables chemical reactions to be followed in
vivo. Processes which have been investigated include changes in muscle
tissue during exercise using the 3'P nucleus, cellular biochemistry using the
BNa nucleus, and the kinetics of enzyme reactions using the C nucleus.
Because the magnetic moments of these nuclei are much weaker than those
of protons, magnetic fields of about 6 T are generally required.

No adverse physiological.effects are believed to occur with the use of
MRI or MRS. The main safety problems are control of the stray magnetic
field, which can be limited by the use of iron shielding (some 20 t may be
necessary), and the prevention of personnel from inadvertently carrying
ferrous objects into the region of the stray field.

For MRS and MRI, both conventional and superconducting magnets are
used, the latter giving superior resolution but requiring some expertise in
cryogenics for its operation which may not be available in some hospital
environments. This is the first large-scale, non-research use of super-
conductivity, the current production rate being several hundred magnets
per year worldwide.

Large magnets have been used since the mid-1960s by high-energy
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Fig. 1.7 A superconducting magnet, designed for whole-body scanning, during assembly.
A field in the range 0.5-1.5T is produced in a bore of 1m. (Courtesy of Oxford Magnet
Technology Ltd.)

nuclear physics establishments, at first for the focusing of ionised particle
beams between the accelerator and the experiment, and lately in the
accelerator itself. Such magnets are often one or two metres ‘long with a
bore of around 10cm; besides simple solenoids, quadrupole and other
configurations have been constructed. A great variety of superconducting
magnets for other uses has now been made, for example, simple solenoids
of several metres bore for use with bubble chambers; toroidal magnets for
plasma physics experiments; and a ‘yin-yang’ configuration, weighing 341 t,
for a nuclear fusion experiment (Fig. 1.8). Fields in the region of 10 T are
commonplace, and some magnets are pulsed on a routine basis. High-
energy nuclear physics and nuclear fusion, have both given great stimulus -
to the development of magnet technology.

Applications in the generation and transmission of electric power have
not been as successful, the enthusiasm of the manufacturers being counter-
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balanced by the caution (realism?) of the utility companies [1.9]. In general,
the story has been that advances in ‘conventional’ technology have remained
ahead of the possibilities of using superconductors. Superconducting trans-
mission lines are a good example. In 1973, it seemed that a superconducting
system would be economically viable for powers greater than about 1 GVA
[1.10]. Ten years later, due to advances in insulation technology of room
temperature systems, the figure had risen to 5 or 10 GVA, and experimental
studies had been largely abandoned, even though in 1984 the prototype ac
transmission line at the Brookhaven National Laboratory [1.11] was run
continuously for 4 weeks at 1 GW, and its stability demonstrated at 100%
overload. '

Similarly, in the 1970s there was considerable activity in the design and
construction of models and prototypes of superconducting alternators for
power generation aimed at eventual machines in the capacity range of
1000-3000 MW. Superconducting alternators have two major advantages
over conventional designs: a greater efficiency, and a size and weight
smaller by a factor of about two. However, the increase in efficiency is 1%
at the most, and this is easily negated if the alternators prove to be less
reliable than the machines currently in use. The generating authorities are,
therefore, proceeding with extreme caution, and again by 1985, activity in
the western world in this field had considerably diminished, with only small
programmes remaining in the USA, Japan and Germany. However, it was
reported in 1985 {1.12] that in the USSR, an experimental alternator was
switched into the Leningrad supply in the summer of 1984, and that
construction of 300 MVA alternators is proceeding.

At present, only one superconducting device is believed to be in use by
an electricity supply authority in the western world. A superconducting
magnet capable of storing 38 MJ of energy has been installed at the Tacoma
substation of the Bonneville Power Administration in the United States.
Energy is transferred between the magnet and the transmission line in a
controlled way to damp out subsynchronous oscillations in the ac electricity
supply [1.13]. An advantage of the system is the relatively fast response
time of 10 ms. Much larger magnets have also been proposed as ‘peak
shaving’ energy storage devices, which would be used in much the same
way as pumped water storage is now.

There has been considerable interest in superconducting motors. The
most promising application appears to be for ship propulsion, where, for a
given power, a superconducting motor combined with a superconducting
generator is much smaller than a conventional system. The motors are
generally of the dc homopolar type. The small rotating mass facilitates
rapid speed changes, and the motor will operate efficiently at low speed,
thus removing the need for a gear box. However, on economic grounds a
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conventional system is still superior, and the main use for a superconducting
unit may be in naval vessels, for which flexibility and small size are important
advantages, and in icebreakers, because of the frequent reversals of direc-
tion at low speed.

A different form of power unit is the linear motor, which, when combined
with magnetic levitation, forms a suitable system for driving high-speed
trains. Japanese National Railways has pursued such a development [1.14],
intended for the commuter line between Kobe and Tokyo, which was
predicted to reach full capacity soon after 1980. Work started in the 1960s,
and the first prototype was successfully tested in 1975. Since- then, the
design has been considerably refined, and in 1979 the version known as
ML-500 ran at 517 km/hr, a world record. Propulsion is by linear synchron-
ous motor, the high-frequency ac power being provided by coils mounted
on the track. Guidance and support are both achieved using a repulsive
electromagnetic inductive method, which requires the train itself to be
equipped with powerful magnets. In the Japanese system, each vehicle
(28.8m long and weighing about 10t) is provided with eight super-
conducting magnets of 700 kA-turns each and on-board refrigeration (Fig.
1.9). Although the project is well advanced, there are no plans yet to
introduce the train into commercial service, since passenger density on the
line has increased slower than originally predicted.

Finally, one other use of superconducting magnets is showing commercial
promise. In the 1960s, it was established that kaolin, which is used in paper-
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Fig. 1.8 ‘Yin-yang’ magnet for the Mirror Fusion Test Facility in Berkeley, California.
(a) Opposite: Coil-box assembly (courtesy of University of California Lawrence Berkeley
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Energy.)
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Liquid helium reservior Ji gy

Fig. 1.9 A magnet-refrigerator assembly for the Japanese magnetically levitated train.
The magnet coil is within the vacuum vessel. (Courtesy of Japanese National Railways.)

making, could be whitened by removing the discolourants, which are
principally due to traces of iron, by passing the clay through a magnetic
field gradient. Since then, applications have been found in the separation
of ores, in the purification of chemicals, in the desulphurisation of coal and
in the cleaning of flue gases and liquid effluents. The separation of red
blood cells from plasma is also possible. Although many of these processes
require only comparatively low magnetic fields, the use of superconducting
magnets may be advantageous for certain applications [1.15].

1.9 Cryogenic Electronics

Many active electronic devices can be operated in a cryogenic environment
[1.16]. They are generally of the field-effect transistor (FET) type and are
based on silicon or gallium arsenide. For instrumentation purposes, there
are clear advantages in placing at least some of the electronic circuitry close
to the sensing head. However, there may also be inherent advantages in
operating transistors at low temperatures, such as increased switching speed
or lower noise. A serious problem is the effect on device reliability of the
stresses induced by thermal cycling.
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uncertainty in the maintained standard to be reduced to about 0.1 uv.
The superconducting quantum interference device (SQUID) is formed

from a superconducting loop containing at least one Josephson junction.

If the loop encloses some magnetic flux, there must be a circulating current

The rf SQUID ‘is formed from a single junction in a superconducting
loop, which is inductively coupled to a resonant circuit. This is arranged to
drive a current round the loop, so that the voltage across the circuit is a
measure of the magnetic flux being measured. In the dc SQUID, two
Josephson junctions are made in the loop, and a dc current is passed
through the parallel circuit so formed. The voltage required to produce the
current is then a function of the magnetic field trapped inside the loop.
Superconducting quantum interference devices may be fabricated by tech--

a known distance between ‘their planes, small magnetic field gradients may .
Among a variety of applications, SQUIDs have been used to map
local anomalies in the earth’s magnetic field (of interest to geologists
and archaeologists, for example) and for navigational purposes. They are
routinely used as mixers and amplifiers for receiving weak signals from

are used to record the varying magnetic fields
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associated with bodily activity, the fluctuations ranging from 107"'T
(from the heart) down to 10" T (from the brain) [1.19]. Gradiometer
arrangements are often used in an attempt to reduce to an acceptably low
level the effects of local field fluctuations due to electrical equipment and
ionospheric phenomena. Advantages over the use of ECG and EEG are
that electrodes do not have to be attached to the patient, and that the
measurements are localised rather than averaged over some distance. By
spatial scanning, a 3-dimensional image of, for example, brain activity can
be constructed and the position of a malfunction pin-pointed. With a single
detector, such an image may take several days to produce, but attempts
are being made to develop multiple arrays using several tens of SQUIDs
to reduce the scanning time. It may be observed that whereas MRI (Section
1.8) gives information about the structure of tissue, these magnetic field
measurements give information about the functional behaviour of the
tissue. SQUIDs have also been used to detect accumulations of ferro-
magnetic material in various parts of the body.

Josephson junctions may be arranged in a variety of ways for other
purposes. For instance, a sampling oscilloscope has been made with a time
resolution of 2 psec. But perhaps the best-known application is to comput-
ers. Combinations of Josephson junctions can be designed to act as a very
fast switch with low power dissipation or as a memory element. The
theoretical switching time is about 10 psec and the power dissipation about
1uW, giving a product of switching time and power consumption—the
figure of merit used for switching devices—several orders of magnitude
better than that of transistors. The fabrication of logic elements using such
devices allows in principle the construction of a large capacity, compact,
high-speed computer [1.20]. Much development work was carried out on
this concept during the 1970s, especially by IBM. However, after ‘15 years

" and an estimated 100 million dollars’ [1.21], IBM announced in 1983 that
the project was abandoned, although development work in fact continues
at a lower level. During that time, complete logic boards had been devel-
oped and tested. Major problems with the technology are that large fan-

out ratios are difficult to achieve and that superconducting circuits have a -

very low inherent impedance and so are difficult to couple with conventional
elements at room temperature. There were also manufacturing problems,
since the boards could only be tested when in the superconducting state at
a low temperature, and some logic gates were always destroyed due to
thermal cycling. Another factor was that, as in other branches of super-
conductivity, room-temperature devices were being developed which
approached the advantages offered by the superconducting system; for
instance, at the end of 1985, it was reported that miniature ceramic circuit
boards and hot electron devices were being developed by Fujitsu of Japan
for use in an ambient-temperature computer which would be very much
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faster than a Josephson machine. However, work continues towards the
construction of a complete superconducting computer in Japan, where
there have recently been striking advances in fabrication technology and
architecture.

1.10 Cryogenics in Space

The large-scale applications of cryogenic technology to aerospace engin-
eering have already been mentioned, in particular the use of liquid oxygen
and hydrogen to power launch vehicles, and the use of liquid nitrogen for
precooling purposes. In addition, liquid or cold supercritical oxygen is
carried for life support, and helium may be carried for pressurising fuel
tanks. The technology is similar to that used on earth, except that weight
is at a premium, and, once in the space environment, only minimal thermal
insulation may be needed. However, the absence of gravity poses serious
problems, since liquid no longer separates from vapour and convection
currents are non-existent. Special devices have to be used to overcome
these problems. In the case of rocket motors, the vehicle may be given a
small acceleration by an auxiliary rocket to drive the liquid towards the
fuel tank outlet so that the engines may be started reliably.

The small-scale applications are mainly concerned with scientific meas-
urements, including astronomy covering the whole range of electromagnetic
wavelengths, recording of magnetic fields and observations of the surface
of the earth. The instruments used often include a cooled detector or a
superconducting device. The provision of a small refrigerator (see Chapter
17) is attractive, but the device must be of long life (several years),
utterly reliable and low in power consumption, weight and vibration. The
alternative is to provide a store of cryogenic liquid, but the experiment
then has a comparatively short lifetime. Both methods are, in fact, used.

1.11 Medical and Biological Applications

Cryogenics has found a number of applications in the medical and biological
fields. The use of superconducting magnets in MRS and MRI has already
been discussed, as has the use of SQUIDs. Low temperatures are used
more directly to enable biological materials to be frozen and stored,
particularly thin tissues and blood. The preservation of large items is more
difficult, since the cells suffer damage during the cooling and warming
processes, the rapidity of which is inevitably controlled to a great extent
by.the thermal conductivity of the material, although the injection of certain
chemicals can minimise the damage in some cases. On the other hand, this
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damage is put to good use in the elimination of tumours by freezing. A
major difficulty here lies in the monitoring and control of the frozen region.
There is also insufficient understanding of the mechanisms by which cells
are killed. Nevertheless, successful results have been obtained in the
treatment of some conditions, and it is probable that cryosurgery will be
more widely used in the future [1.22].

In agriculture, for many years cattle semen has been routinely preserved
in liquid nitrogen for subsequent artificial insemination, and this has made
a major contribution to the development of the industry, especially in the
underdeveloped countries: o

1.12 Cryopumping

Cryopumping—the removal of gas from a system by solidification onto a
cold surface—has a number of advantages over other methods of producing
vacua. A cryopump consists essentially of a metal plate cooled to a low
temperature, and, therefore, can be made easily and economically in a
large size, with considerable freedom in design configuration [1.23]). Itis a
‘clean’ pump, since the only working substance is the refrigerant used for
cooling, which does not come into contact with the vacuum space. Lastly,
all gases except helium can be pumped to extremely low partial pressures
(Fig. 1.10).

Although the concept of the cryopump is straightforward, the con-
struction requires some sophisticated design, since the low-temperature
parts must be carefully shielded from room-temperature radiation while
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Fig. 1.10 Vapour pressure-temperature curves for atmospheric gases.
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allowing free access to gas molecules. This is especially so for cryopumps
with stages at 20K or 4K, which must be shielded with panels at around
80 K. Since some molecules are scattered away from the cryopumping
surface itself by the shields, the overall capture coefficient (which is usually
between 0.35 and 0.5 depending on the design) is much less than that of
the bare panel and, in fact, is not much different from that of a large
diffusion pump. :

Very large cryopumps were developed during the 1950s for use in space
simulation chambers. Frequently, these used panels cooled to 20 K using
a refrigerator with helium gas as the working fluid, and radiation shields
cooled either with liquid nitrogen or with helium gas at around 100 K.
The residual hydrogen and helium was extracted using conventional high-
vacuum pumps. The cryopumps usually covered almost the whole of the
interior surface of the vacuum vessel, which typically might be several
hundred square metres in area.

Recently, attention has turned to the provision of cryopumps for nuclear
fusion experiments. These are required to pump hydrogen at speeds of
10%-107 1/sec and to pressures of the order of 107> mbar or better, so that
the coolant must be liquid helium at around 3.5K. A number of large
pumps of this type have now been constructed; advantage has been taken
of the geometrical freedom mentioned earlier to produce some interesting
configurations [1.24] such as that shown in Fig. 1.11.
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Fig. 1.12 Typical design of a small cryopump attached to a displacer refrigerator and
intended to replace a diffusion pump.
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At the other end of the size scale, there is an increasing interest in small
cryopumps for industrial purposes, especially where oil contamination must
be scrupulously avoided as in the semi-conductor industry. These have
apertures of a few tens of centimetres and are frequently designed to be a
direct replacement for a diffusion pump. They are cooled with a small self-
contained refrigerator based on a displacer cycle (see Chapter 17) which
provides refrigeration at around 100 K for the radiation shield (which also,
of course, pumps water vapour), and cooling at around 20 K for the lower
temperature panel, which is equipped with a sorbent material to pump
residual hydrogen (Fig. 1.12). Sorbent materials such as activated charcoal
and zeolites have attracted attention on account of their ability to achieve
low pressures at comparatively high temperatures. However, their use is
restricted by a low pumping speed and a limited absorption capacity.

1.13 Instrumentation

The instrument most commonly used in cryogenic engineering is the ther-
mometer, probably on account of its cheapness and simplicity of instal-
lation. The latter is deceptive, however, and great care must be taken
if accurate and reliable measurements are to be obtained. Installation
procedures, as well as the many different types of sensor available, are
examined in Chapter 18.

The measurement of liquid level can present problems. For the denser
liquids, float gauges can be used, provided that the float is designed to
allow the gas inside to contract or even condense, depending on the
temperature of the liquid. A popular electronic device is a chain of carbon
resistors or diodes which essentially act as resistance thermometers. The
measuring current is adjusted so that when the sensor ceases to be immersed
in the liquid, a large temperature change of the sensor occurs due to the
change in heat transfer coefficient. However, the method tends to be
unreliable because the current must be carefully adjusted and because the
heat transfer coefficient can be similar in a fast-flowing stream of vapour
and a static liquid. Difficulties can also arise if the saturation temperature
of the liquid alters due to a change in pressure.

In the author’s view, the most reliable method is simply to measure the
hydrostatic head of liquid, using pressure tappings which are brought up
to room temperature to a suitable differential pressure gauge. At the low-
temperature end, to eliminate hydrostatic head errors due to the liquid
rising up the measuring tube, the tube must be arranged horizontally so
that the liquid boils in the horizontal portion. Boiling can be ensured by
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using a small heater if the natural heat leak from room temperature is not
sufficient. Errors may occur because of unknown temperature gradients in
the liquid and also in the vapour, whose density is often not negligible
compared with that of the liquid, especially in helium systems.

For liquid helium in the absence of strong magnetic fields, the super-
conducting gauge is undoubtedly the most convenient and accurate, meas-
uring level to within a few millimetres. The sensor consists of a length of
Type II superconducting wire, which is heated so that it is superconducting
below the liquid level, but normal above, so that the resistance is just
proportional to the length of wire above the free surface. The state of the
wire when in the vapour will again depend on the local heat transfer
coefficient, but nevertheless a well-designed sensor appears to be unaffected
by high velocity flows of cold gas. The heater is sometimes separate from
the wire, sometimes the measuring current itself is sufficient.

Many types of flowmeter have been used at cryogenic temperatures, with
varied success, although it is usual to measure the flow at room temperature
if possible. The low viscosity of the liquids, and their low density, means
that turbine meters are not responsive to changes in flow rate, and also may
be damaged by overspeeding due to the large gas flows during cooldown of
the system; a bypass may therefore be necessary. If the liquid is near
saturation, vapour may be formed in the throats of orifice plates and venturi
meters unless the pressure differential is so low that it is difficult to measure.
Again, the measuring equipment may be damaged during cooldown because
of the large pressure differentials which may be developed. Ultrasonics and
thermal anemometry have been used with some success, but the equipment
is expensive and difficult to install in a cryogenic environment. Except for
very small pipelines, the vortex-shedding meter may be the best type to
use.

A wide range of other instruments has been used in a cryogenic environ-
ment. Generally, instruments used for room-temperature applications can
be adapted, with a careful choice of materials, unless the measuring
phenomenon itself is very sensitive to temperature or does not exist in
the cryogenic temperature range. Many types of transistors will operate
satisfactorily right down to liquid helium temperatures [1.16, 1.25], and this
fact has been exploited in the design of many instruments.
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Journals
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Cryogenics, a journal published by Butterworth Scientific Ltd., Guildford, England.

Advances in Cryogenic Engineering, which is published by Plenum Press and is the pro-
ceedings of the biennial Cryogenic Engineering Conference and the concurrent International
Cryogenic Materials Conference held in the USA. It is referred to in this volume as Adv.
Cryog. Engng.

Proceedings of the International Cryogenic Engmeenng Conference series (ICEC) pub-
lished by Butterworth Scientific Ltd., Guildford, England, and predecessors.

Proceedings of the LNG and GasTech Conferences, Wthh contain information on devel-
opments in LNG technology.

IC SQUID, proceedings of the International Conferences on SQUIDs

International Institute of Refrigeration (IIR) conference proceedings.

Proceedings of the Applied Superconductivity Conference series.

General Bibliography

In reverse order of publication:

R. F. Barron, Cryogenic Systems, 2nd edn, Oxford University Press (1985).

K. D. Williamson, Jr. and F. J. Edeskuty (eds), Liquid Cryogens Vol. 1: Theory and
Equipment; Vol. 2: Properties and Applications, CRC Press (1983).

A. Arkharov, I. Marfenina and Ye. Mikulin, Theory and Design of Cryogenic Systems, MIR
Publishers (1981).

G. K. White, Experimental Techniques in Low-Temperature Physics, 3rd edn, Clarendon
Press (1979).

A. C. Rose-Innes, Low Temperature Laboratory Techmques The Use of Liquid Helium in
the Laboratory, 2nd edn, English Universities Press (1973).

C. A. Bailey (ed.), Advanced Cryogenics, Plenum Press (1971).

G. G. Haselden (ed.), Cryogenic Fundamentals, Academic Press (1971).

H. Weinstock (ed.), Cryogenic Technology, Boston Tech. Publ. (1969).

R. H. Kropschot, B. W. Birmingham and D. B. Mann (eds), Technology of Liquid Helium,
NBS Monograph 111 (1968).

R. B. Scott, W. H. Denton and-C. M. Nicholls (eds), Technology and Uses of Liquid
Hydrogen, Pergamon Press (1964).

J. H. Bell, Cryogenic Engineering, Prentice Hall (1963).

R. W. Vance (ed.), Cryogenic Technology, John Wiley (1963).

R. W. Vance and W. M. Duke (eds), Applied Cryogenic Engineering, John Wlley (1962).

R. B. Scott, Cryogenic Engineering, Van Nostrand (1959).

Bibliography of Specific Topics

In alphabetical order of author:

A. Barone and G. Paternd, Physics and Applications of the Josephson Effect, Wiley-

Interscience (1982).
N. R. Braton, Cryogenic Recycling and Processing, CRC Press (1980).

1. ASU

British €

Mech:
J.R. Bt
A1 Cr
B. Deav
T.vanL

Arnol
R.C.F

Press,
D. Fishl
S. Fonel
. Applis

R.A.H

(Engli
H. von'
W.L. L
W.R.FP

Topic.
M. Rect
A.C.R¢

Press
R. P. St
B.B. &

Plenu

FHT

M.N. V

Non-sg

K. Men
Weid¢
D. Wils
(1979



B. A. HANDS

ildford, England.

1 Press and is the pro-
mcurrent International
n this volume as Adv.
se series (ICEC), pub-

Cessors.
information on devel-

IDs.
gs.

(1985).
s Vol. 1: Theory and

ryogenic Systems, MIR
s, 3rd edn, Clarendon
se of Liquid Helium in
71).

9).

logy of Liquid Helium,

-y and Uses of Liquid

g, John Wiley (1962).

sephson Effect, Wiley-

0).

1. A SURVEY OF CRYOGENIC ENGINEERING 37

British Cryogenics Council, Cryogenics Safety Manual — A Guide to Good Practice, 2nd edn,
Mechanical Engineering Publications, Bury St. Edmunds (1982).

j. R. Bumby, Superconducting Rotating Electrical Machines, Clarendon Press (1983).

A. 1. Croft, Cryogenic Laboratory Equipment, Plenum Press (1970).

B. Deaver and J. Ruvalds (eds), Advances in Superconductivity, Plenum Press (1983).

T. van Duzer and C. W. Turner, Principles of Superconductive Devices and Circuits, Edward

Amold (1981).
R. C. Ffooks, Natural Gas by Sea, Gentry Books, London (1979); Gas Carriers, Fairplay

Press, London (1984).
D. Fishlock (ed.), A Guide to Superconductivity, Macdonald-Elsevier (1969).
S. Foner and B. B. Schwartz (eds), Superconducting Machines and Devices — Large Systems
Applications, Plenum Press (1974). ' S
R. A. Haefer, Kryo-Vakuumtechnik: Grundlagen und Anwendungen, Springer-Verlag (1981)
(English translation to be published by Oxford University Press).

H. von Leden and W. G. Cahan, Cryogenics in Surgery, H. K. Lewis (1971).

W. L. Lom, Liquefied Natural Gas, Applied Science Publishers (1974).

W. R. Parrish, R. O. Voth, J. G. Hust, T. M. Flynn, C. F. Sindt and N. A. Olien, Selected
Topics on Hydrogen Fuel, NBS Special Publication 419 (1975).

M. Rechowicz, Electric Power at Low Temperatures, Clarendon Press (1975).

A.C.Rose-Innesand E. H. Rhoderick, Introduction to Superconductivity, 2nd ed., Pergamon
Press (1978). .

R. P. Shutt (ed.), Bubble and Spark Chambers, Vol. 1, Academic Press (1967).

B. B. Schwartz and S. Foner (eds), Superconductor Applications: SQUIDs and Machines,
Plenum Press (1977). )

_F. H. Turner, Concrete and Cryogenics, Cement and Concrete Ass., England (1979).

M. N. Wilson, Superconducting Magnets, Clarendon Press (1983).

Non-specialist Reading

K. Mendelssohn, The Quest for Absolute Zero; the Meaning of Low Temperature Physics,

Weidenfeld & Nicholson (1966).
D. Wilson, Supercold, an Introduction to Low Temperature Technology, Faber & Faber

(1979).




ATTACHMENT BL



IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

In re Patent Application of Date: November 25, 2006
Applicants: Bednorz et al. Docket: YO987-074BZ
Serial No.: 08/479,810 Group Art Unit: 1751
Filed: June 7, 1995 Examiner: M. Kopec

For: NEW SUPERCONDUCTIVE COMPOUNDS HAVING HIGH TRANSITION
TEMPERATURE, METHODS FOR THEIR USE AND PREPARATION

Commissioner for Patents
Box AF

P.O. Box 1450

Alexandria, VA 22313-1450

CERTIFICATE OF FIRST CLASS TRANSMISSION
| hereby certify that this Supplementary Response, (_3_Pages Plus
Attachment A and Attachment B) is being transmitted by first class mail to the
an Trademark Ofﬂ? ovember 25, 2006.

- // / /
Dr. Daniel P. Morrls
Reg. No. 32,053

FOURTEENTH SUPPLEMENTARY RESPONSE

In response to the Office Action dated October 20, 2005 please consider the
following:



IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

In re Patent Application of Date: January 30, 2008
Applicants: Bednorz et al. Docket: YO987-074BZ
Serial No.: 08/479,810 Group Art Unit: 1751
Filed: June 7, 1995 Examiner: M. Kopec

For: NEW SUPERCONDUCTIVE COMPOUNDS HAVING HIGH TRANSITION
TEMPERATURE, METHODS FOR THEIR USE AND PREPARATION

Commissioner for Patents
Box AF

P.O. Box 1450

Alexandria, VA 22313-1450

SIXTEENTH SUPPLEMENTARY RESPONSE
Submitted at the Suggestion of the Examiner in response to the
Advisory Action dated November 15, 2007

In response to the Advisory Action dated November 15, 2007 please consider the

following:



ATTACHMENT B



VCE

- CRC Handbook

i OF

ogy,

Chemistry and Physics

A Ready-Reference Book of Chemical and Physical Data

A

Co.
1ND }
nent l
é
INI- :
ROBERT C. WEAST, Ph.D.
cine Vice President, Research, Consolidated Naturel Gas Service Company, Inc.
ND Formerly Professor of Chemistry at Case Institute of Technology
NIC ASSOCIATE EDITOR
MELVIN J. ASTLE, Ph.D.
Formerly Professor of Organic Chemistry at Case Institute of Technology
and
Manager of Research at Glidden-Durkee Division of SCM Corporation
SES 5
! In collaboration with a large number of professional chemists and physicists
‘ whose assistance is acknowledged in the list of general collaborators and in
connection with the particular tables or sections involved.

CRC PRESS, Inc.
2255 Palm Beach Lakcs Blvd., West Palm Beach, Florida 33409




Superconductivity*
. pe B.W. ROBERTS ty .

General Electric Research Laboratory, Schenectady, New Y ork

The following tables on superconductivity include superconductive properties of chemical
elements, thin films, a selected list of compounds and alloys, and high-magnetic-field superconductors.

The historically first observed and most distinctive property of a superconductive body is the
near total loss of resistance at a critical temperature (T,) that is characteristic of each material.
Figure 1(a) below illustrafes schematically two types of possible transitions. The sharp vertical dis-
continuity in resistance is indicative of that found for a single crystal of a very pure element or one
of a few well annealed alloy compositions. The broad transition, illustrated by broken lines,
suggests the transition shape seen for materials that are not homogeneous and contain unusual
strain distributions. Careful testing of the resistivity limits for superconductors shows that it is less
than 4x1072* ohm-cm, while the lowest resistivity observed in metals is of the order of 1013
ohm-cm. If one compares the resistivity of a superconductive body to that of copper at room
temperature, the superconductive body is at least 10! times less resistive.

—4zM
/ H, A
i Supcrconducting o E
N
=7 | .
0 Te 0 t 0 Hd l{r H:I Hd
@ (b) ’ . leMixed state -

()
Figure 1. PHYSICAL PROPERTIES OF SUPERCONDUCTORS

(a) Resistivity versus temperature for a pure and perfect lattice (solid line).
Impure and/or imperfect lattice (broken line).

(b) Magnetic-field temperature dependence for Type-I or “soft” superconductors.

(¢) Schematic magnetization curve for “hard” or Type-1I superconductors.

The temperature interval AT., over which the transition'between the normal and superconductive
states takes place, may be of the order of as little as 2 x 10~ 3 °K or several °K in width, depending on the
material state. The narrow transition width was attained in 99.9999 percent pure gallium single crystals.

A Type-I superconductor below T,, as exemplified by a pure metal, exhibits perfect diamagnetism
and excludes a magnetic field up to some critical field H_, whereupon it reverts to the normal state as
shown in the H-T diagram of Figure 1(b).

The difference in entropy near absolute zero between the superconductive and normal states
relates directly to the electronic specific heat, y: . =S)r-o = —9T.

The magnetization of a typical high-field superconductor is shown in Figure 1(c). The discovery
of the large current-carrying capability of Nb;Sn and other similar alloys has led to an extensive
study of the physical properties of these alloys. In brief, a high-field superconductor, or Type-II

superconductor, passes from the perfect diamagnetic state at low magnetic fields to a mixed state and

finally to a sheathed state before attaining the normal resistive state of the metal. The magnetic field
values separating the four stages are given as H,,, H,,, and H_,. The superconductive state below
H,, is perfectly diamagnetic, identical to the state of most pure metals of the “soft” or Type-1

*Prepared for Office of Standard Reference Data, National Bureau of Standards, by Standard Refcrence Data Center on Superconductive
Materials, Schenectady, N.Y. .
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, SUPERCONDUCTIVITY (Continued)
€

superconductor. Between H,, and H,, a “mixed superconductinate” is found in which fluxons (a
minimal unit of magnetic flux) create lines of normal superconductor in a superconductive matrix.
The volume of the normal state is proportional to —4zM in the “mixed state” region. Thus at H,,
the fluxon density has become so great as to drive the interior volume of the superconductive body
completely normal. Between H., and H,, the superconductor has a sheath of current-carrying
superconductive material at the body surface, and above H,; the normal state exists. With several types
of careful measurement, it is possible to determine H,,, H,,, and H,,. Table 2-35 contains some of the
available data on high-field superconductive materials. ' :

High-field superconductive phenomena are also related to specimen dimension and configuration.
For example, the Type-I superconductor, Hg, has entirely different magnetization behavior in high
magnetic fields when contained in the very fine sets of filamentary tunnels found in an un-
processed Vycor glass. The great majority of superconductive materials are Type I1. The elements
in very pure form and a very few precisely stoichiometric and well annealed compounds are Type-1
with the possible exceptions of vanadium and niobium. :

Metallurgical Aspects. The sensitivity of superconductive properties to the material state is most
pronounced and has been used in a reverse sense to study and specify the detailed state of alloys. The
mechanical state, the homogeneity, and the presence of impurity atoms and other electron-scattering
centers are all capable of controlling the critical temperature and the current-carrying capabilities in
high-magnetic fields. Well annealed specimens tend to show sharper transitions than those that are
strained or inhomogeneous. This sensitivity to mechanical state underlines a general problem in the
tabulation of properties for superconductive materials. The occasional divergent values of the critical
temperature and of the critical fields quoted for a Type-I1 superconductor may lie in the variation in
sample preparation. Critical temperatures of materials studied early in the history of super-
conductivity must be evaluated in light of the probable metallurgical state of the material, as well as
the availability of less pure starting elements. It has been noted that recent work has given extended
consideration to the metallurgical aspects of sample preparation.

REFERENCES

References to the data presented in this section, to additional entries of superconductive materials, and to those
materials specifically tested and found non-superconductive to some low temperature may be found in the following
publications:

“Superconductive Materials and Some of Their Properties”, Progress in Cryogenics, B.W. Roberts, Vol. IV, Heywood
and Co., 1964, pp. 160-231.

«Superconductive Materials and Some of Their Properties”, B.W. Roberts, National Bureau of Standards Technical Notes
408 and 482, U.S. Government Printing Office, 1966 and 1969.
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SE“ED PROPERTIES OF THE SUPERCONDU./E ELEMENTS

Element

Al

Be

Cd

Ga

Ga (8)
Ga (1)
Ga (8)
Hg ()
Hg 6)
In

Ir

La ()

Zr (w)

Conversion Factors
Oe X 79.57 = A/m; katm X 1.013 X 10® = N/m®; kb X 1.0 X 10® = N/m?

T (K) H,(oersteds)  6,(K)
1.175 104.93 420
0.026 »
0.518, 0.52 29.6 209
1.0833 59.3 325
5.90 ,6.2 560
1.62 950
7.85 815
4.154 411 87, 71.9
3.949 339 93
3.405 281.53 109
0.14 ,0.11 19 425
4.88 808, 798 142
6.00 1,096 139
0.916 90,98 460
9.25 1,970 277,238
0.655 65 500
1.4
7.23 803 96.3
1.697 188,211 415
0.493 66 580
2.6-2.7
3.721 305 195
4.47 831 258
7.73 ,1.78 1,410 411
1.39 159.1 165
0.39 56, 100 429, 412
2.332,2.39 181 78.5
543,531  1,100,1,400 382
0.0154 115 550
0.875 55 319.7
0.53 47 290
0.65

y(mImole ! deg - K2)

1.35
0.21
0.688
0.60

1.81
1.37
1.672
3.27
10.0, 11.3
113
1.83
7.80 -
235

3.0
2.35
3.0

1.78
6.15
4.84,6.28
4.31
332
147
9.82
0.90
0.633
2.78

Thin Films Condensed at Various Temperatures

Element TC(K)
Al 1.18-~5.7
Be ~03, ~9.6; 6.5-10.63; 10.2b
Bi ~2-~5,6.11, 6.154, 6.173
cd 0.53-0.91
Ga 6.4-68,7.4-84,8.56
In 343-45;368-4.17°
La 5.0-6.74
Mo 3.3-38,4-6.7
Nb 6.2-10.1
Pb ~2-77
Re ~7
Sn 3.6,3.84-6.0
Ta <1.7-425,3.16-4.8 -
Ti 13
Tl 2.64
\' 5.14-6.02
w <1.0-4.1

" Zn 0.77~-1.48

aWith KCL

YWith Zn etioporphyrin.
In glass pores.
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SELECTED PROPERTIES OF THE SlJPERCONDUCT IVE ELEMENTS (Continued)

Data for Elements Studied Under Pressure
Element T .(X) Pressure
As 0.31-0.5 . 220-140 kb
0.2-0.25 ~140-100 kb
Ball ~1.3 55 kb
Ba III 3.0 85-88 kb !
~5.2 >140 kb ;
Bill 3916 25 katm
3.90 25.2 katm
3.86 26.8 katm i
Billl 6.55 ~37 kb !
7.25 27-28.4 katm |
BilV 7.0 43,43-62 kb
BiV 8.3, 8.55 81 kb x!
Bi VI 8.55 90, 92—-101 kb :
Ce 1.7 50 kb l
Cs ~1.5 >~125 kb ;
Gall 6.24,6.38 >35 katm .
Galr 1.5 >3S katm (P — 0)
Ge 485-5.4 ~120 kb
5.35 115 kb
La ~5.5-1193 0—~140 kb
P 4.7 >100 kb
58 170 kb
Pb 1l 3.55,3.6 160 kb
Sb 3.55 85 kb
3.52 93 kb
3.53 : 100 kb
3.40 ~150kb
Se Il 6.75,6.95 ~130kb
Si 6.7,7.1 120 kb
Snll 5.2 125 kb
485 160 kb
Sn I 5.30 113 kb
Tell 2.05 43 kb
34 50 kb
Te Il1 4.28 70 kb
Te IV 4.25 84 kb
Tl, cub. 1.45 35 kb
TI, hex. 1.95 35 kb
U 23 10 kb
Y ~1.2,~2.7 120~170 kb
From Roberts, B. W. Properties of Selected
Superconductive Materials, 1974 Supplement, NBS
Technical Note 825, U.S. Government Printing Office,
Washington, D.C., 1974, 10.
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T SELECTED SUPERCONDUCTIVE COMPOUNDS AND ALLOYS

All compositi’are denoted on an atomic basis, i.e., AB, ,’ or AB, for compounds, unless
noted. Solid solutiohs or odd compositions may be denoted as A.B,_, or A,B. A series of three or
more alloys is indicated as A,B,_, or by actual indication of the atomic fraction range, such as
Ag-0.6B1-0.4- The critical temperature of such a series of alloys is denoted by a range of values or
possibly the maximum value.

The selection of the critical temperature from a transition in the effective permeability, or the
change in resistance, or possibly the incremental changes in frequency observed by certain techniques
is not often obvious from the literature. Most authors choose the mid-point of such curves as the
probable critical temperature of the idealized material, while others will choose the highest temperature
at which a deviation from the normal state property is observed. In view of the previous discussion
concerning the variability of the superconductive properties as a function of purity and other
metallurgical aspects, it is recommended that appropriate literature be checked to determine the most
probable critical temperature or critical field of a given alloy.

A very limited amount of data on critical fields, H,, is available for these compounds and alloys;
these values are given at the end of the table.

SYMBOLS: n = number of normal carriers per cubic centimeter for semiconductor super-
conductors.
Crystal Crystal
Substance T,°K structure Substance T.,°K structure
typett typett
AgAlLZn, ., 0.5-0.845 Al_osGe.o ,Nb, 20.7 Al5
Ag,BF.0, - 0.15 Cubic AlLa, 5.57 DO,,
AgBi, 3.0-2.78 Al,La 3.23 CIs
Ag:Fo.25No.75040.25 0.85-0.90 Al,Mg, 0.84 Cubic, f.c.
Ag,FOq 0.3 Cubic AlMo, 0.58 AlS
Ag,F 0.066 AlMogPd 2.1
Aos-0.5G.2-0.7 6.5-8 AN 1.55 B4
Ag,Ge 0.85 Hex., c.p. ALNNb, 1.3 A3
Ago.¢3sHgo 562 0.64 D8, AINb, 18.0 Al5
Agln, ~24 Cl6 ALNb, __ <4.2-13.5 D8,
Ago Ing 3 Te ALNb, __ 12-17.5 Al5
(o = 1.40x 102) 1.20-1.89 BI Aly 27Nby 23 _0.45Vo-0.25 14.5-17.5 Al5
Ago ,Ing 4 Te AINb,V, _, <4.2-135
(0 = 1.07x 102?) 0.77-1.00 Bl AlOs 0.39 B2
AgLa (9.5 kbar) 1.2 B2 ALOs 5.90
Ag,NO,, 1.04 Cubic - AIPb (films) 1.2-7
Ag.Pb, __ 7.2 max. AlLPt 0.48-0.55 al
Ag,Sn, _, (film) 20-38 AlRe,, 3.35 A2
Ag.Sn,_, 1.5-3.7 AL Th 0.75 DO,
AgTe, 26 Cubic ALTLV, 2.05-3.62 | Cubic
AgTh, 2.26 Cl6 Al 105V0 802 1.82 Cubic
Ago 03Tl 5, 2.67 AlZn,_, 0.5-0.845
Ago.0.Tlg o6 2.32 AlZr, 0.73 LI,
AgZn,__ 0.5-0.845 AsBiPb 9.0
Al (film) 1.3-2.31 AsBiPbSb 9.0
Al(1 to 21 katm) 1.170-0.687 | Al Asy 53InTe, ¢,
AlAu, 0.4-0.7 Like AI3 (o = 1.24x10%?) 0.85-1.15 Bl
Al,CMo, 10.0 A As, sInTe, 4 :
Al,CMo, 9.8-10.2 AD + trace (n = 0.97x10%2) 044-062 | BI
. 2nd phase - Ay soNig 06Pdg 44 139 - | ¢
Al,Casi 5.8 AsPb 8.4
Al 13,Cr0.045Vo 781 1.46 Cubic AsPd, (low- :
AlGe, 175 temperature phase) 0.60 Hexagonal
A'o.sGtt.,_,Nb 12.6 | Al AsPd, (high-temp. phase) 1.70 Cc22
118ec key at end of table.
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su.‘m SUPERCONDUCTIVE COMPOUNDS . ALLOYS (Coutinued)

Crystal Crystal
Substance T,°K structure Substance T.,°K structure
typett typett
AsPdg 0.46 Complex BW, 31 Cl6é
AsRh 0.58 B3l BsY 6.5-7.1
AsRh; (6 <0.03-0.56 Hexagonal B,,Y 4.7
AsSn 4.10 BZr 34 Cubic
AsSn B, Zr 5.82
(n = 2.14x10%?) 3.41-3.65 Bl BaBi, 5.69 Tetragonal
As.,Sn.; 3.5-3.6, Ba,0,Sr,_,Ti
1.21-1.17 (o = 4.2-11 x10'%) <0.1-0.55
As;Sn, Ba, ,,O,W 1.9 Tetragonal
(n = 0.56 x 10*%) 1.16-1.19 Rhombohedral Bag ,,O,W <1:25-2.2 Hexagonal
AugBa 0.4-0.7 D2, " BaRh, 6.0 ClI5
AuBe 2.64 ‘B20 Be,,Mo 2.51 Cubic,
Au,Bi 1.80 CIs like Be,,Re
AusCa 0.34-0.38 ClI5, BegNbZr, 5.2
AuGa 1.2 B3l Be 95 -0.92RC0.02-0.08 :
Alg.40-0.920€0.60-0.08 <0.32-1.63 Complex (quenched) 9.5-9.75 Cubic
Auln 0.4-0.6 Complex Beg os7RCo 043 9.62 Cubic,
Aulu <0.35 B2 : -~ like Be,,Re
AuNb, 1.5 Al5 BeTc 5.21 Cubic
AuNb, 1.2 A2 Be,,W 4.12 Cubic,
Augy_o3Nb;_o7 1.1-11.0 ’ like Be,,Re
Aug o3 -0.98Nb3Rhg 95-0.02 2.53-10.9 Al5 Be,,W 4.1 Tetragonal
AuNb,, Vs, 1.5-11.0 Al5 Bi,Ca 20
AuPb, 3.15 Big,sCdy.13Pbo.255M0.12
AuPb, (film) 43 (weight fractions) 8.2
AuPb, 4.40 BiCo 0.42-0.49
AuPb;, (film) 425 Bi,Cs 4.75 CIs
Au,Pb 1.18,6-7 Cis Bi,Cu, _,
AuSb, 0.58 Cc2 (electrodeposited) 22
AuSn 1.25 B8, BiCu 1.33-1.40
Au,Sn, _, (film) 2.0-3.8 Big.019I00.981 3.86
AusSn 0.7-1.1 A3 Big osIng s 4.65 a-phase
Au,Te; 1.62 Cubic Big_10100.90 5.05 a-phase
AuTh, 3.08 Clé Big 15-0.30IN0.65-0.70 5.3-54 a- and p-phases
AuTl 1.92 Big 34-0.48I00.66-0.52 4.0-4.1
AuV, 0.74 Al5 Bi,Ing 4.1
Auw,Zn, ., 0.50-0.845 Biln, 5.65 B-phase
AuZn, 1.21 Cubic Bi,Ir 1.7-23
Au,Zr, 1.7-2.8 A3 Bi,Ir (quenched) 3.0-3.96
AuZr, 0.92 Al5 BiK 36
BCMo, 5.4 Orthorhombic Bi,K 3.58 CI5
By .03Co.51M0g 47 12.5 BiLi 247 Ll,, a-phase
BCMo, 5.3-7.0 Orthorhombic Bi,_ Mg 0.7-~1.0
BHf 3.1 Cubic Bi;Mo 3-3.7
BgLa 5.7 BiNa 2.25 Ll,
B,;Lu 0.48 BiNb, (high pressure
BMo 0.5 (extrap- and temperature) 3.05 AlS
olated) BiNi 425 BS,
BMo, 4.74 Clé Bi;Ni 4.06 Orthorhombic
BNbD - 8.25 B, Bi; . oPbo- 4 . 7.26-9.14
BRe, 2.80,4.6 Bi; - oPbs -, (film) 7.25-8.67
Bo.3Rug 5 2.58 D10, Big o5 0.40PPo.9s-0.60 7.35-8.4 Hexagonal,
B,,Sc 0.39 c.p.to
BTa 40 B, e-phase
B¢Th 0.74 BiPbSb 8.9

t1See key at end of table.
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'f“ SELECTED SUPERCONDUCTIVE COMPOUNDS AND ALLOYS (Continned) . TN

— ® —&

1 Crystal Crystal
‘e Substance T.,°K structure Substance T.,°K structure i
typett typett :
e
Bio.sP b°-3‘sn°',‘9 Co.4aMog ¢ 1.3 Bl
Pl ight fractions) 85 Co.sMo,Nb, _, 10.8-12.5 Bl
Big.sPbo.255D0.25 8.5 Co.6Mo, 5Si, 7.6 Dg,
BiPd; 4.0 CMOo,zTao.s . 1.5 Bl
. Big JPdos 3.7-4 Hexagonal, CMo, sTa, s 7.7 Bl
al [ - ordered CMog ,5Ta, 5, 8.5 Bl
piPd 3.7 Orthorhombic CMo, 5Ta, , 8.7 Bl
Bi,Pd 1.70 Monoclinic, CMog gsTa, 89 Bl
al | ) a-phase CMo,Ti, _, 10.2 max. BI
al : Bi,Pd 4.25 Tetragonal, CMo, 3, Tig 4 10.2 Bl
B-phase CMo,V,_, 2.9-93 BI
piPdSe 10 c2 CMo,Zr, _, 4 3.8-9.5 BI
22Re BiPdTe 12 c2 Co.1-05No.9_0.{Nb 8.5-179 - |
: BiPt 1.21 B8, Co-0.38N;-06,Ta 10.0-11.3 :
| piPtSe 1.45 (o) CNb (whiskers) 7.5-10.5
BiPtTe 115 C2 Co.9s4Nb A 98 Bl
Bi,Pt 0.155 Hexagonal CNb (extrapolated) ~14
22Re ; Bi,Rb _ 425 cis Co.7-1.0Nbg 5o 6-11 Bl :
! BiRe, 19-2.2 CNb, o9l i
. BiRh 2.06 B8, CNb,Ta, _, 8.2-13.9 i
1Re Bi,Rh 32 Orthorhombic, CNb,Ti,_, <42-88 Bl |
al like NiB, CNbg 6_0.oWoe—os 12.5-11.6 BI !
Bi,Rh 2.7 Hexagonal . CNbg ;_0.9Zry g0, 42-84 Bl
Bi;Sn 3.6-3.8 CRb, (gold) 0.023-0.151 | Hexagonal i3
BiSn 38 CReg.01-0.08W 1.3-5.0 i
Bi,Sn, 3.85-4.18 CReq o W 5.0 i
Bi,Sr 5.62 Ll, CTa ~11 (extrap- ij!
Bi;Te : 0.75-1.0 olated) i
Bi,Tl, 6.4 Co.05-Ta 97
Bio.26Tlo.74 44 Cubic, Co.048-0.987T2 2.04-9.7
. disordered CTa (film) 5.09 Bl
Bio.26Tlo.74 4.15 Li,, ordered? CTa, 3.26 Ly
Bi,Y, 225 CTaq Tig ¢ 43 B
phases Bi;Zn 0.8-0.9 CTa,_0..Wo_os 8.5-10.5 Bl
Biy.sZr 5 1.51 CTag ;-0.5Zro5-0.1 4.6-8.3 Bl
BiZr, 24-28 CTc (excess C) 3.85 Cubic
CCs, 0.020-0.135| Hexagonal CTip 5-0.4Wo.5-0.3 6.7-2.1 Bl
CiK (gold) 0.55 cw 1.0
CGaMo, : 3.7-4.1 Hexagonal, cw, 274 L,
H-phase Ccw, 52 Cubic, f.c.
CHf, Mo, ; 3.4 BI Calr, 6.15 Cls
ase CH, ;Mo, , 5.5 Bl Ca,0,Sr, _,Ti
L CHfy,5Moy ;s 6.6 BI (0 = 3.7-11.0x 10'%) <0.1-0.55 1
ggfo,,mo_, 6.1 Bl Cay O, W 14-3.4 Hexagonal i |
fo.sNby., 45 B CaPb 7.0
CHf,, sNbyg s 4.8 Bl CaRh, 6.40 ClI5
CHf, Nb, 5.6 Bi Cdo3_0.sHgo 1-0.s 1.70-1.92 |
CHf, ,Nb,, 7.0 BI CdHg 1.77, 2.15 Tetragonal ]
ymbic CHf, ,)Nb, 4 7.8 Bl Cdg.0075-0.0510; _, 3.24-3.36 Tetragonal
CHfos_0,Tag, o, 5.0-9.0 Bl Cdy.9:Pbg o5 42
Ck (excess K) 0.55 Hexagonal CdSn 3.65
a, C,K 1. 039 Hexagonal - - Cdy,,Tlyge, 23
Co.‘o-o.uMoo;so_o.“ 9-13 Cdy 16Tlo 4> 2.54 :
CMo 6.5,9.26 CeCo, 0.84 s ‘I
CMo, 12.2 Orthorhombic CeCo, ¢,Nig 55 0.46 Cis B
ftSec key at end of table. <
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! | SWH) SUPERCONDUCTIVE COMPOUNDS AND ALLOYS (Continued)

@ _

|
f Crystal Crystal
: Substance T.,°K structure Substance T.,°K structure
; typett typett
. 1
i CeCo, ¢1Rho 33 0.47 cis CuSSe 1.5-2.0 ci8
I Ce,Gd,_,Ru, - 3.2-5.2 Cl5 CuSe, 2.3-2.43 Ci8
‘ [ Celr, 334 CuSeTe 1.6-2.0 Ci8
b Celr, 1.82 Cu.Sn, _, 3.2-3.7
i Ceo.005L20.995 46 Cu,Sn, _, (6lm) ~
i Ce,La,_, 1.3-6.3 (made at 10°K) 3.6-7
ﬂ W Ce,Pr,_,Ru, 1.4-5.3 ~Cl5 Cu,Sn, _, (film)
Ll Ce,Pt,_, 0.7-1.55 (made at 300°K) 2.8-3.7
CeRu, 6.0 Cl5 CuTe, <1.25-1.3 CI18
- Co,Fe, _,Si; 1.4 max. a CuTh, 3.49 Cl6
’ CoHf, 0.56 E9, Cuy-0.027Y 39-53 A2
[x J Cola, 4.28 CuZn, _, 0.5-0.845
: CoLu, ~0.35 Erla,_, 1.4-6.3
§ C0g-0.01M0g sR€0.2 2-10 Feg-0.04M0 gReo.2 1-10
. C00.02-0.10Nb3Rho 95 —0.50 2.28-1.90 Al5 Fe.05Nig.05Zr0.90 ~3.9
. Co,Ni, _Si, 1.4 max. Cl Fe,Th, 1.86 DI0
. Cog.sRhy sSi; 25 Fe,Ti,_, ' 3.2 max. Fe in o-Ti
h Co,Rh,_,Si, 3.65 max. Fe,Ti, _, 3.7 max. Fe in -Ti
P C0.0.35€~0.7 ~0.35 Fe, Tig¢Vi-x 6.8 max.
i . CoSi, 1.40, 1.22 c FeUs 3.86 D2,
} : Co;Th, 1.83 D10, Feo1ZTos 1.0 A3
g o Co,Tiy_, 2.8 max. Co in a-Ti Gayg sGeo sNb; 1.3 AlS
Bl T Co,Ti; 3.8 max. Co in B-Ti Gala, 5.84
i . CoTi, 344 E9, Ga,Mo 9.5
PHERE CoTi 0.71 A2 GaMo, 0.76 AlS
| I-E CoU 1.7 B2, distorted Ga Mo 9.8
. i | CoUg 2.29 D2, GaN (black) 5.85 B4
i Cog.26Yo0.72 0.34 GaNb, 14.5 Al5
CoY, <0.34 Ga,Nb,Sn, _, 14-18.37 Al5
CoZr, 6.3 Clé Gag Pty 3 29 (]
Cog.1Zro9 39 A3 GaPt 1.74 B20
Croelro.e 0.4 Hexagonal, c.p. GaSb (120 kbar, 77°K,
Cro.6slro.3s 0.59 Hexagonal, c.p. annealed) 424 AS
i - Cro.qIrg 3 0.76 Hexagonal, c.p. GaSb (unannealed) ~5.9
| R Cro.720T0.28 0.83 Gayg ,Sn, _ o (quenched) 3.47-4.18
i 1 Cr,lr 0.45 AlS Ga,_ ,Sn; _o (annealed) 2.6-3.85
i v Crg-¢.1Nby 0.0 4.6-9.2 A2 GaV, 3.55 Tetragonal,
l = Cro 20050.20 2.5 Cubic Mn,Hg, type
I T CrRe, _, 1.2-5.2 GaV, 16.8 Al5
Pl Cro.40R€0.60 2.15 D8, GaVy _ss 6.3-14.45 AlS
; Cros-0.6RNo2-0.4 0.5-1.10 A3 GaV, s 9.15
23 Cr;Ru (annealed) 33 Al5 GayZr 1.38
N Cr,Ru 2.02 D8, Gd,Lla, _, <10-5.5
;l Cro.s-0.sRUg9-0.5 0.34-1.65 A3 Gd,0s,Y ; 14-47
I Cr,Tiy 3.6 max. Crin «-Ti Gd,Ru,Th, _, 3.6 max. Cl15
1 f Cr,Ti,_, 4.2 max. Crin B-Ti Gelr 4.7 B3l
Cro.,TigsVo.s 5.6 Ge,la 1.49,2.2 Orthorhombic,
i Crg.0175Uo0.9825 0.75 B-phase distorted
i l i Csg.320,W 1.12 Hexagonal ThSi,-type
il Cug y5In g5 (film) 375 GeMo,’ 1.43 Als
q Cug 04 -0.08101- 5 | 44 GeNb, 1.9 :
- Cula 5.85 " GeNb, (quenched) : 6-17 - AlS ;
! Cu,Pb, _, 5.7-1.7 Geg 20Nbo.n 6 AlS !
: CuS 1.62 BI8 Ge,Nb,Sn, _, 17.6-18.0 Al5
CuS, 148-153 | CB Ge, sNb,Sng 5 11.3
+1See key at end of table.
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SELECTED SUPERCONDUCTIVE COMPOUNDS AND‘J.OYS (Countinued)

Crystal ] - Crystal
Substance T.,°K structure Substance T,°K structure
typett typett
GePt 0.40 B3l InSb 2.1
Ge,Rh; 2.12 Orthorhombic, (InSb)o 95410500 05 - 0.90
related to (various heat treatments) 3.8-5.1
InNi, (InSb)o_ 0,80, _ ¢ 05 3.67-3.74
GeaSe 1.3 In,Sn ~55
Ge,Te, In,Sn,_, 34-13
(n = 1.06 x 10?%) 1.55-1.80 Rhombohedral Ingg,-,Te
Ge,Te,_» (n = 0.83-1.71 x 10?2 1.02-3.45 BI
(n = 8.5—64x10°) 0.07-0.41 Bl In, g00T¢; 002 3.5-3.7 BI
GeV, 6.01 Al5 In,Te,
Ge,Y 3.80 C. (n = 0.47x10%2) 1.15-1.25 Rhombohedral
Gey oY 2.4 InTl,_, 2.7-3374
Ho.33Nbg 67 7.28 Cubic, b.c. Ing 4Tl, » 3.223
Ho  Nbo o 7.38 Cubic, b.c. Ing 65Tl 38 2.760
Ho.0sNbo.os 7.83 Cubic, b.c. Ing.75-0.65Tlo.22 - 0.31 3.18-3.32 Tetragonal
Ho.12T0.88 2.81 Cubic, b.c. Ing ¢9-0.62Tlo 31 -0.38 2.98-3.3 Cubic, f.c.
Ho.0sT0.92 3.26 Cubic, b.c. Ir,La 0.48 CIs
Ho.04T20.96 3.62 Cubic, b.c. IryLa 2.32 Dio,
HiNg 589 6.6 Bl Ir,La, - 224 Dio,
Hfp-0.sNb;_o.s 83-9.5 A2 IrsLa 2.13 :
HF, 5sNbg 25 >4.2 Ir,Lu 247 CI5 ,f
HfOs, 2.69 ClH IryLu 2.89 Cis ,
HfRe, 4.80 Ccl4 IrMo <10 A3 f
Hfp.14Re0.55 5.86 A2 IrMo, 88 Als g
Hfp.05-0.96RNo.01-0.04 0.85-1.51 IrMo, 6.8 DS,
Hfp-0.5sT8, —0.4s 44-65~ A2 IrNb, 1.9 Al5
; 89-9.6 Cls Iro JNbg ¢ 938 D8,
Hg,In,_, 3.14-4.55 Irg.37Nbg 45 2.32 D8,
Hgln 3.81 IrNb 79 D8,
Hg,K 1.20 Orthorhombic Ir,.02Nb;Rhg ¢ 243 Als
Hg,K 3.18 Iro.0sNbyRhg o 238 Als
Hg,K 3.7 Irg 26700.14Tio. 573 5.5 E9,
HggK 3.42 Iro.26500.035Tio.65 2.30 E9,
Hg,Li 1.7 Hexagonal Ir,Os, 0.3-0.98
Hg,Na 1.62 Hexagonal (max.)-0.6
Hg,Na 3.05 IrOsY 2.6 cis ;
Hg,Pb, _, 4.14-7.26 Ir, sOso.s 2.4 Cu
HgSn 4.2 Ir,Sc 2.07 Cis '
Heg,T1,_, 2.30-4.109 Ir, ,Sc 2.46 Cls :
Hg,T1, 3.86 IrSn, 0.65-0.78 a .
Ho,la, _, 1.3-6.3 Ir,Sr 5.70 cis : :
InLa, 9.83, 10.4 Ll, IrosTeo s ~3
InLa, (0-35, kbar) 9.75-10.55 IrTe, 1.18 2
In; o 66MBo-o1a 3.395-3.363 IrTh <0.37 B,
InNb, , Ir,Th 6.50 Cls
(high pressure and temp.) 4-8,9.2 Al Ir,Th 4.71
Ing_o sNb,Sn, o, 18.0-18.19 Al5 Ir,Th, 1.52 DI0,
Ing sNb,Zr, 6.4 Ir,Th 3.93 D2, |
Ing;,0,W <1.25-2.8 Hexagonal IrTi, 5.40 Al5 . !
Ing g5 5 85Pbg o5 —o.1s 3.6-5.05 Irv, 1.39 AlS I
100,55 6.91Pbg 03 -0.00 3.45-4.2 Irw, 3.82 .
laPb ‘ 6.65 It.26Wo 12 4.49 8
InPq 0.7 B2 Ir,Y 2.18,1.38 Cl5
InSb (quenched from Iro.60Y0.31 1.98, 1.44 Cl5
170 kbar into liquid N,) 48 Like AS Irg 70Y o030 2.16 Cis ;

T1See key at end of table.
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'LTED SUPERCONDUCTIVE COMPOUT ALLOYS (Continued)

Crystal Crystal
Substdance T, °K structure Substance T..°K structure
typett typett
I, Y 1.09 CI5 Mo;Si 1.30 AlS
Ir,Y; 1.61 MoSi, 4 1.34
Ir,Y, 0.3-3.7 Mo, SiV,_, 4.54-16.0 Al5
Ir,Zr 4.10 Cl5 Mo,Tc,_, ©10.8-15.8
It 1200 5.5 A3 Moy 16Tio 4 4.18,4.25
Ko.27-0.310:W 0.50 Hexagonal Mo0g.913Tio.087 2.95
Ko.40-0.570:W 1.5 Tetragonal Mog_04Tl0.96 2.0 Cubic
Lag.ssLug as 22 Hexagonal, Mog 025Tio.975 1.8
La type Mo, U, _, 0.7-2.1
Lag sLu, ; 34 Hexagonal, Mo, V,_, 0-~5.3
La Type Mo,Zr 4.27-4.75 Cl5
LaMg, 1.05 Ci5 NNBb (whiskers) 10-14.5
LaN 1.35 NNb (diffusion wires) 16.10
LaOs, 6.5 CI5 NNb (film) 6-9 Bl
LaPt, 0.46 CI5 No.ossNb 149 Bl
Lag »sPto.72 0.54 CI5 No.s24-0.98aNb’ 14.4-153 Bl
LaRh, 2.60 No.70-0.79sND 11.3-12.9 Cubic and
LaRhg 1.62 tetragonal
La;Rh, 2.58 Dio, NNb,O, 13.5-17.0 Bl
LaRu, 1.63 Cl5 NNb,O, 6.0-11
La,S, 6.5 D7, N 0042 welNPo-s8 wio X1t 15-16.8
La,Se, 8.6 D7, N, 0075 wieNDo 25 weZrt 12.5-16.35
LaSi, 23 C. NNb. Zr, _, 9.8-13.8 Bl
La,Y,_x 1.7-5.4 No93Nbg g5Zfo 15 13.8 Bi
LaZn 1.04 B2 N,O,Ti, 2.9-5.6 Cubic
LiPb 7.2 N.O,V, 5.8-8.2 Cubic
LuOs, 3.49 cu No.s.Re 4-5 Cubic, f.c.
Lug 27sRhg 725 1.27 CI5 NTa 12-14 Bi
LuRhg 0.49 (extrap-
LuRu, 0.86 cl4 olated)
Mg-o.47Tl0.53 2.75 B2 NTa (film) 4.84 Bl
Mg,Nb 5.6 No.g-0.98711 <1.17-5.8 Bl
Mn,Ti;_, 2.3 max. Mn in «-Ti No.sz-0.99Y 29-79 Bl
Mn,Ti; _, 1.1-3.0 Mn in 8-Ti NZr 98 Bl
MnUg¢ 2.32 D2, No.906-0.984ZF 3.0-9.5 Bl
MoN 12 Hexagonal Nag 25-0.350:3W 0.56 Tetragonal
Mo, N 5.0 Cubic, f.c. Nag_2sPbo 72 7.2
Mo, Nb, _, 0.016-9.2 NbO 1.25
Mo,0s 72 AlS5 NbOs, 2.52 Al2
Mo.62050.38 5.65 D8, Nb,Os 1.05 AlS
Mo,P 5.31 DO, Nbg 60s0.4 1.89,1.78 D8,
Moy sPdo s 3.52 A3 Nb308.02-0.10RDo.98-0.90 2.42-2.30 AlS
MosRe 10.0 Nbg (Pdo s 1.60 D8, plus cubic
Mo,Re; _, 1.2-12.2 Nb,Pd, 02-0.10RDo.9s-0.90 2.49-2.55 AlS
MoRe, 9.25,9.89 A2 Nby ¢2Pto.3s 4.21 D8,
Moy 42Re0.58 6.35 D8, Nb,Pt 10.9 AlS
Mo, s;R€o.48 11.1 Nb,Pt, 3.73 D8,
Mog s1R€0.43 14.0 Nb,Pty 92 -0.96Rho.98-0.02 2.52-9.6 AlS
Mo..o.60R€0.395 10.6 Nbyg 35-0.18R€0.62-0.82 2.43-9.70 Al2
MoRh 1.97 A3 Nb;Rh 2.64 AlS
Mo,Rh) _, 1.5-8.2 - Cubic, b.c. Nbg soRhg 40 ] 421 D8, plus other
MoRu 9.5-10.5 A3 Nb,Rhg 95 -0.90RU0.02-0.10 2.42-2.44 AlS ‘
Mo, 1 RUp 30 7.18 D8, Nb,Ru, _, 1.2-48
Mo, ;Rug g 1.66 A3 NbS, 6.1-6.3 Hexagonal,
Mo;Sb, 21 NbSe, type
+w/o denotes weight percent. +1See key at end of table.
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SELECTED SUPERCONDUCTIVE COMPOUNDS AND ALLOYS (Continned)

E9s

Crystal . Crystal
Substance T.°K structure Substance T,°K structure
typett typett
NbS; 5.0-5.5 Hexagonal, Os,Zr 3.0 Cl4
three-layer Os,Zr, _, 1.50-5.6
type _ PPb 7.8
Nb;Sbg-0.750; —0.3 6.8-18 Al PPd,o_;, ' <0.35-0.7 DOy,
NbSe, 5.15-5.62 Hexagonal, P,Pd, (high temperature) 1.0 Rhombohedral
_ NbS, type P,Pd, (low temp.) 0.70 Complex
Nb, _1.055¢; 2.2-7.0 Hexagonal, PRh 1.22
NbS, type PRh, 1.3 Cl
Nb,Si 1.5 L, PW, 2.26 DO,
Nb,SiSaV; 4.0 Pb,Pd 2.95 Cl6
Nb,Sn 18.05 Al5 Pb Pt 2.80 Related to ClI6
Nby_Sno.2 18.18, 18.5 Al5 Pb,Rh 2.66 Cl6
Nb,Sn, _, (film) 2.6-18.5 PbSb 6.6
NbSn, 2.60 Orthorhombic PbTe (plus 0.1 w/o Pb){ 5.19
Nb;Sn, 16.6 Tetragonal PbTe (plus 0.1 w/o Tl)t 5.24-5.27
NbSnTa, 10.8 Als PbTl, ,, : 6.43
Nb,SnTa 16.4 Al5 PbTl, ,, 6.73
Nb, sSnTag s 17.6 Als PbTl, ;, 6.88
Nb, ;55nTag 55 17.8 AlS PbTl, o5 6.98
Nb;,SnTaz, -, 6.0-18.0 PbTl, o 7.06
NbSaTaV 6.2 Als Pb, _0.26Tlo-0.74 7.20-3.68
Nb,SnTag Vo s 12.2 Al5 PbTIl, 3.75-4.1
NbSnV, 5.5 AlS Pb,Zr, 4.60 D8,
Nb,SnV 9.8 Al PbZr, 0.76 Al5
Nb, ;SnV, s 14.2 Als Pdy oPty  Te, 1.65 Cé6
Nb,Ta, ., 4.4-9.2 A2 Pdg osRug 05Zro o ~9
NbTe, . 10.5 Al2 Pd, ,S (quenched) 1.63 Cubic
Nb,Ti, _, 0.6-9.8 PdSb, 1.25 C2
Nbo ¢Tip.« 9.8 PdSb 1.50 B8,
Nb U, _, 1.95 max. PdSbSe 1.0 C2
Nby.gsVo.12 5.7 A2 PdSbTe 1.2 Cc2
Nbg sZrg 25 10.8 Pd, Se 0.42 Tetragonal
Nby.66Zro.33 10.8 Pdg_+Se 0.66 Like Pd,Te
Nip 3Thy 5 1.98 D10, Pd, gSe 23
NiZr, 1.52 Pd Se,_, 2.5 max.
Nip Zry o 1.5 A3 PdSi 093 B3l
O3Rbg 370.20W 1.98 Hexagonal PdSn 041 B3l
O,SrTi PdSn, 334
(o = 1.7-12.0x 10"%) 0.12-0.37 Pd,Sn 0.41 C37
0,S1Ti Pd,Sn, 0.47-0.64 B8,
(o = 10'8-10%") 0.05-0.47 PdTe 23,3.85 B8,
O,SrTi PdTe, ;-1.08 2.56-1.88 B8,
(n = ~1029 047 PdTe, 1.69 Cé6
OTi 0.58 PdTe, , 1.89 Cé
0,51 oW 2-4 Hexagonal PdTe, , 1.85 Ccé
0,Tl, 3o W 2.0-2.14 Hexagonal Pd, ,Te 407 BS,
OV,Zr, 7.5 E9, PdTh, 0.85 Cl6
OW, (film) 3.35, 1.1 AlS Pdy Zrg, 7.5 A3
OsReY 20 Cl4 P1Sb 2.1 B8,
Os,Sc 4.6 (o7} PtSi 0.88 B3l
OsTa 1.95 A2 _PtSn 037 BS, ,
Os;Th, 1.51 DIo, PtTe 0.59 Orthorhombic
Os,W, _, 0.9-4.1 PtTh 0.44 B,
Osw, ~3 Pt,Th, 0.98 DI0,
Os,Y 4.7 Ci4 Pt;Th 3.13
1w/o denotes weight percent. +1See key at end of table.
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SELECTED *ERCONDUCI‘!VE COMPOUNDS AND AH.“S (Continued)

Crystal : Crystal
Substance . T,°K Structure Substance T.,°K structure
typett typett
PtTi, 0.58 Al5 Ru,Y 1.52 Ci4
Pty 02Up.98 0.87 B-phase Ru,Zr 1.84 Cl4
PtV, 136 AlS Rug ,Zr, o 5.7 A3
Ptv, 2.87-3.20 Als SbSn 1.30-1.42, Bl or distorted
PtV, 1.26 Al5 1.42-2.37 Bl
Pty sWo s 1.45 Al SbTi, 5.8 Al
Pt.W,_. 0.4-2.7 Sb,Tl, 52
Pt,Y, 0.90 Sbo.01-0.03V0.99-0.97 3.76-2.63 A2
Pt,Y 1.57, 1.70 CI5 Sbv, 0.80 Al5
Pt,Y, 0.82 D10, Si,Th 32 C,, a-phase
PtZr 3.0 A3 Si,Th 24 C32, p-phase
Reg.6.T20.26 1.46 Al Siv, 17.1 AlS
Re,,Tig 6.60 Al2 SigoViAly, 14.05 Al5
Re,Ti, _, 6.6 max. SigoV3Bo s 15.8 Al5
Rep.76Vo0.24 4.52 D8, Sig.oV3Co 4 16.4 Al5
Reg 92Vo0.08 6.8 A3 SiV,,Crqs 113 AlS
Reo sWo.s 6.0 Siy.oV3Geo 4 14.0 Al5
Reo sWo. s 5.12 D8, SiV, ;Mo 4 11.7 Al5
Re,Y 1.83 Ci4 SiV, ,Nb, 4 12.8 Al5
Re,Zr 5.9 CH4 SiV, ,Ru, 4 29 AlS
RegZr 7.40 Al2 SiV, ,Tig 3 10.9 Al
Rh,,S,s 5.8 Cubic SiV,.Zr, 5 132 Al5
Rh_g1,5¢.0.76 0.88, 0.92 Si, W, 238,284
Rh,Se, ., 6.0 max. Sno.174-0.104T20.826 - 0.896 6.5-<42 Al5
Rh,Sr 6.2 CI5 SnTa, 8.35 AlS, highly
Rhy T2y ¢ 2.35 D8, ordered
RhTe, 1.51 C2 SnTa, 6.2 AlS, partially
Rhg ¢,Teg 33 0.49 ordered
Rh,Te, ., 1.51 max. SnTaV, 238 Al5
RhTh 0.36 B, SnTa,V 37 Al5
Rh,Th, 2.15 Dlo, Sn,Te, _,
Rh,Th 1.07 (n = 10.5-20 x 1029) 0.07-0.22 Bl
Rh,Ti,_, 2.25-3.95 Sn,Ti, _, 2.37-5.2
Rhg ,Up s 0.96 SaV, 38 Al5
RhV, 0.38 Al5 S14.02-0.057V0.98-0.943 2.87-~1.6 A2
RhW ~34 A3 Tag 925Tig 915 1.3 Hexagonal
RhY, 0.65 Tag osTip.os 29 Hexagonal
Rb,Y, 1.48 Tag.05-0.75Vo.095-0.25 4.30-2.65 A2
Rh;Y . 1.07 Cl5 Tags-1Wo.2-0 1.2-4.4 A2
Rh,Y 0.56 Tco.1-0.4Wo.9-0.6 1.25-7.18 Cubic
RhZr, 10.8 Clé Tco.50Wo.s0 7.52 aplus o
Rhy 0sZr (anncaled) 5.8 Tco.s0Wo.e0 7.88 gplusa
Rhg_o.4sZr _o.ss 2.1-10.8 TceZr 9.7 AR
Rhy 1 Zrg o 9.0 Hexagonal,cp. ThossY;-0.4s 1.2-1.8
Ru,Sc 1.67 Cl4 Tig.70V¥o0.30 6.14 Cubic
Ru,Th 3.56 Cl5 Ti,V,_, 0.2-7.5
RuTi 1.07 B2 Tig.sZte. s (annealed) 1.23
Rug 45sTig o5 2.5 Tig.sZrg s (Quenched) 2.0
Rug Tig o 3.5 V,Zr | 8.80 CI5
Ru,Tig ¢V, 6.6 max. Vo.26Z%0.74 5.9
Rug..sVo.ss 4.0 B2 - WoZr 2.16 - Cl5
RuW 7.5 A3
41 See key at end of table.
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S SUPERCONDUCTIVE COMPOUNDS AND ALLOYS (Coantinned) “;q
CRITICAL FIELD DATA
Hg’ H.?
Substance. cersteds Substance oersteds
- » Ag,F 25 InSb 1,100
Ag,NO,, 57 In,T1, _, 252-284
Al,CMo, 1,700 Ing 4Tl 252
BaBi, 740 Mg_o.e1Tl 053 220
Bi, Pt 10 Moy ;6Tio 82 <985 :
Bi,Sr 530 NbSn, 620 i
BisTl, >400 PbTl, 5, 756 ?
CdSn > 266 PbTl, 44 796 :
CoSi, 105 PbTl, ,» 849 !
Cro.1Tio 3Vo.s 1,360 PbTlg o5 880 ;
In; _o.86MEo-o0.14 272.4-259.2 PbTl, 0. 864 ;
KEY TO CRYSTAL STRUCTURE TYPES
“Struck- “Struck- -
turbericht™ Example Class turbericht” Example . Class
type* type*
- Al Cu Cubic, f.c. Cis, AuBeg Cubic
A2 w Cubic, b.c. Cl16 CuAl, Tetragonal, b.c.
A3 Mg Hexagonal, close packed Ci18 FeS, Orthorhombic
A4 Diamond Cubic, f.c. C22 Fe,P Trigonal
AS White Sn Tetragonal, b.c. Cc23 PbCl, Orthorhombic
A6 In Tetragonal, b.c. (f.c. cell C32 AlB, Hexagonal
usually used) C36 MgNi, Hexagonal
A7 As Rhombohedral C37 Co,Si Orthorhombic
A8 Se Trigonal C49 ZrSi, Orthorhombic
Al0 Hg Rhombohedral Cs54 TiSi, Orthorhombic
23 ;-]l:ddn (Ciugic, b.c. %0 SBlzl;rh 'éet;?gornal, b.c. i
-Mn ubic 3 iF, ubic, f.c.
AlS “B-W” (WO;) Cubic DO,, Fe;C Orthorhombic
Bl NaCl Cubic, f.c. DO, N?,As Hexagonal
B2 CsCl Cubic DO,, Ni,Sn Hexagonal
B3 ZnS Cubic DO, NiAl; Orthorhombic
]B;; _ gni gcxagona} ggzz '{;All,a ¥etragona: b
' iAs exagonal . is etragonal, b.c.
B8, Ni,In Hexagonal Dl, Al Ba Tetragonal, b.c.
B10 PbO Tetragonal D1, PtSn, Orthorhombic
Bl y-CuTi Tetragonal D2, CaBg Cubic
B17 PtS Tetragonal D2, MnUgq Tetragonal, b.c.
B | Fes e Ds: | Laro: Tegomal
i ubic 2 203 rigona
B27 FeB Orthorhombic D5g Sb,S, Orthorhombic
B3I MnP Orthorhombic D7, Th,P, Cubic, b.c.
B32 NaTl Cubsic, f.c. D7, Ta,B, Orthorhombic i
B34 PdS Tetragonal D8, FeyZn,, Cubic, b.c.
B, o-CrB Orthorhombic D8, CusZng Cubic, b.c.
B, MoB Tetragonal, b.c. D8, CugAl, Cubic
B, wC Hexagonal D8y Mn,Si, Hexagonal
B, y-MoC Hexagonal D8, CrFe Tetragonal :
Cl CaF, Cubic, f.c. DS; Mo,B;, Rhombohedral ;
gl,, MgAgAs Cubic, f.c. gzl()z (F::¥ 37 ! (P:[exagonal
2 FeS, Cubic 1 i0; ubic
Cé .Cdl, . Trigonal E9, Fe,W,C . Cubic, f.c.
Cl1b MoSi, Tetragonal, b.c. Ll, CuAu Tetragonal ]
Cl12 CaSi, Rhombohedral L1, Cu;Au Cubic ;
Ci4 MgZn, Hexagonal L% ThH, Tetragonal, b.c. ]
Cis Cu,Mg Cubi, f.c. Ly Fe,N Hexagonal 4
*See “Handbook of Lattice Spacing and Structures of Metals™, W.B. Pearson, Vol. I, Pergamon Press, 1958, p. 79. and Vol. 11, Pergamon Press, 1967, p. 3. 4
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I j
;: i HIGH ﬂ:CAL MAGNETIC-FIELD SUPERCONDU COMPOUNDS AND ALLOYS
L Temperatures, H,,, H,,, H,;, and the T of Field Observations, T,,,
3 .
: ] Substance , T.°K H,, kg H,,, kg H, kg T °Kt
b .I : ALCMo, 9.8-10.2 0.091 156 1.2
EER AINb, 0.375
Py . | Ba,0,Sr, ., Ti <0.1-0.55 0.0039 max.
e Bip,sCdyo., Pbo. 17500.13 >24 3.06
y [ Bi,Pb, _, 7.35-8.4 0.122 max. ~30 max. 42
ﬁl - Big_ssPbo.ec 8.8 ) 15 42
g Bis s wPboz.s wet 2.32 '
. i Bis.099Pbo.501 0.29 28
. " Big.02Pbo.ss 0.46 0.73
R Bio.s3Pbo.32500.16 >25 3.06
; ? Bi, - 0.93500-0.07 0-0.032 3.7
R Bi,Tl, 6.4 >5.56 3.35
' . C,K (excess K) 0.55 0.160 (H.Lc) 0.32
i i 0.730 (H{c) 0.32
: CK 0.39 0.025 (H1c) 0.32
o 0.250 (H[c) 0.32
aERY Co.4sMo0p 56 12.5-13.5 0.087 98.5 1.2
o CNb 3-10 0.12 16.9 42
: I CNb, ,Tag ¢ 10-13.6 0.19 14.1 12
. CTa 9-11.4 0.22 46 1.2
AR - Ca,0,8r, ,Ti <0.1-0.55 0.002-0.004
: i 1 Cd, Hgoo 023 : 0.34 . : © 2.4
il (by weight)
1 Cdg.05Heo.0s 0.28 0.31 2.16
if! } Cry.10Tio.30 V.60 5.6 0.071 844 ) 0
i GaN 5.85 0.725 : 42
e Ga,Nb, _, >28 42
i GaSb (annealed) 4.24 2.64 35
! GaV, s 5.3 73ees
! GaV,i_3s 6.3-14.45 230-300%* 0
T GaV, 0.4 350%%s - 0
HEEW 1 - 500°%*
By [ - GaV, s 9.15 121* 0
REE [ HI,Nb, >52->102 12
P : HI,Ta, >28->86 12
R Hgo.0sPbo.os 0.235 23
EE | Hgo.101Pbo.ase 0.23 4.3 4.2
. . Hgo.15Pbo.ss ~6.75 >13 293
iR Ing.osPbo.o2 3.45 0.1 0.12 2.76
S In.06Pbo.0¢ 3.68 0.1 0.12 0.25 2.94
’ i 1n.94Pbo 06 3.90 0.095 0.18 0.35 312
1n,.513Pbo 087 42 ~0.17 0.55 2.65
SR g Ing.316Pbo.cse 0.155 3.7 42
iH i In,.17Pbo g3 2.8 5.5 42
: : 1n, 000T¢1 002 3.5-3.7 1.2 0
) ) Ing 95Tl 05 0.263 0.263 3.3
iEE 1 In,.50Tlo 10 0.257 0.257 325
i iR Ing.sTho17 0.242 0.39 3.21
i Ing.1sTo.25 0.216 0.50 3.16
f LaN 1.35 0.45 0.76
' La,S, 6.5 ~0.15 >25 13
La,Se, 8.6 ~0.2 >25 1.25
Moy_s2Reo.46 1.1 14-21 22-33 42
: 18-28 3743 1.3
! Mog.¢ £0.0sR¢0.395 10.6 14-20 20-37 42
1 t 19-26 26-37 1.3
l - Mo-o.sTCo.s ~15¢ 0
N : Moo s6Tio.se 4.18 0.028 98.7* 0
il | 36-38 3.0
) ‘i Moo.011Tio.087 2.95 0.060 ~15 42
: i ! Mog ;-0.3Uo9-0.7 1.85-2.06 >25
i 3 : Mog ;7210 83 ~30
el - Nz wioND 152 >9.5 132
Hia NNb (wires) 16.1 153 0
L 132 42
o 95 : 8
i i e 53 12
1 1t NNb,O, _, 135-17.0 ~38
‘!;H 1 NNb,Zr, _, 9.3-138 4->130 42
il No.osNbo.asZfo.rs _ | 138 >130 4.2
i Nag. oa6Pbo.o1s 0.19 6.0
! ;Fl i Nao.o16Pbo.ose : 0.28 2.05
'E‘ L '% $w/o denotes weight percont.
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HIGH CRITICAL MA

C-FIELD SUPERCONDUCTIVE COMPO

S AND ALLOYS (Continued)

Substance T.°K H,, kg H.,, kg Hey, kg Toss. °Kt
Nb 9.15 2.020 1.4
1.710 4.2
Nb 0.4-1.1 3-5.5 42
Nb (unstrained) L1-1.8 3.40 6-9.1 4.2
Nb (strained) 1.25-1.92 3.4 6.0-8.7 4.2
Nb (cold-drawn wire) 2.48 4.10 ~10 4.2
Nb (£ilm) >25 42
NbSc >30 )
Nb,Sn 0.170 221 - 4.2
70 14.15
54 15
34 16
. 17 17
Nbg. ;1 Tag s 0.084 0.154 "4.195
Nb,.;Tag s 10 4.2
Nbo.65-0.73T80.02-0.10ZF0.25 >70->90 42
Nb,Ti; -, 148 max. 1.2
120 max. 42
Nbg 22:Uo.778 1.98 23 1.2
Nb Zr,_, 127 max. 1.2
94 max. 42
0,SrTi 043 .0049* 504+ 0
0,SrTi 033 .00195* .420* 0
PbSb, ., (Quenched) >1.5 4.2
PbSb, ,, (annealed) >07 42
PbSb; g w (quenched) >23 42
PbSb; 4 wj (anncaled) >0.7 42
Pbg_571500.125 0.45 1.1
Pbo s65500.035 0.53 0.56
Pby_5.26Tlo-0.74 7.20-3.68 2-6.9* 0
PbTl, ;4 6.73 4.5% 0
Reo.26Wo 24 >30
8by.935n.07 0.12 37
Siv, 17.0 0.55 156%*+
S, Te, . 0.00043- 0.005— 0.012~
0.00236 0.0775 0.079
Ta (99.95%) 0.425 1.850 13
0.325 1.425 227
0.275 1.175 2.66
0.090 0.375 3.72
Ta, sNby.s 3.55 42
Tag.¢5-0Tl0.35-1 44-7.8 >14-138 1.2
Tag sTio.s 138 1.2
Te ~33 0.25* 0
Te,W,_, 5.75-17.88 8-44 42
Ti 2.7 42
Tio.75Vo.25 53 0.029* 199+ 0
Tio.795Vo.225 4.7 0.024* 172+ 0
Tio.c15Vo.ss 7.07 0.050 ~34 42
Tio.s16Yo.48¢ 7.20 0.062 ~28 4.2
Tio.e15Vo sas 7.49 0.078 ~25 42
Tio.12Vo.08 17.3 28.1 4.2
Tio.09Vo.01 14.3 164 42
Tio.06Vo.04 8.2 12.7 42
Tio.03Ve.07 38 6.8 42
Vi 108 max. 1.2
531 ~08 ~34 1.79
~0.75 ~3.15 2
~0.45 ~2.2 3
~0.30 ~1.2 4
Vo.26Z%0.74 ~5.9 0.238 1.05
0.227 1.78
0.185 3.04
0.165 35
W (film) 1.7-4.1 >34 1

‘tTemperature of critical field measurement.

*Extrapolated.
**Lincar extrapolation.
***Parabolic extrapolation.
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, TABLES OF PROPERTIES OF SEM UCTORS
N Compiled by Dr. Brian Randall Pamplin

The term “‘semiconductor” is applied to a material in which electric current is carried by electrons or holes
and whose electrical conductivity when extremely pure rises exponentially with temperature and may be
increased from this low “intrinsi¢’’ value by many orders of magnitude by ““doping” with electrically active
impurities.

Semiconductors are characterised by an energy gap in the allowed energies of electrons in the material
which separates the normally filled energy levels of the valence band (where “missing” electrons bebave
like positively charged current carriers “holes”) and the conduction band (where electrons behave rather
like a gas of free negatively charged carriers with an effective mass dependent on the material and the
direction of the electrons’ motion). This energy gap depends on the nature of the material and varies with
direction in anisotropic crystals. Itis slightly dependent on temperature and pressure, and this dependence is
usually almost linear at pormal temperatures and pressures.

The data is presented in three tables. Table I “General Properties of Semiconductors” lists the main
crystallographic and semiconducting properties of a large number of semiconducting materials in three
main categories; “Tetrahedral Semiconductors” in which every atom is tetrahedrally co-ordinated to four
nearest neighbour atoms (or atomic sites) as for example in the diamond structure; “Octahedral Semi-
conductors” in which every atom is octahedrally co-ordinated to six nearest neighbour atoms—as for
example in the halite structure; and “Other Semiconductors”. :

Table II gives more detailed information about some better known semiconductors, while Table III
gives some information about the electronic energy band structure parameters of the best known materials.
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